
NATIONAL QUALITY FORUM—Measure Testing (subcriteria 2a2, 2b1-2b6)

Measure Number (if previously endorsed): 2579
Measure Title:  Hospital-level, risk-standardized payment associated with a 30-day episode of care for pneumonia (PN)
Date of Submission:  1/5/2021
Type of Measure:
	☐ Outcome (including PRO-PM)
	☐ Composite – STOP – use composite testing form

	☐ Intermediate Clinical Outcome
	☒ Cost/resource

	☐ Process (including Appropriate Use)
	☐ Efficiency

	☐ Structure
	



	Instructions
· Measures must be tested for all the data sources and levels of analyses that are specified. If there is more than one set of data specifications or more than one level of analysis, contact NQF staff about how to present all the testing information in one form.
· For all measures, sections 1, 2a2, 2b1, 2b2, and 2b4 must be completed.
· For outcome and resource use measures, section 2b3 also must be completed.
· If specified for multiple data sources/sets of specifications (e.g., claims and EHRs), section 2b5 also must be completed.
· Respond to all questions as instructed with answers immediately following the question. All information on testing to demonstrate meeting the subcriteria for reliability (2a2) and validity (2b1-2b6) must be in this form. An appendix for supplemental materials may be submitted, but there is no guarantee it will be reviewed.
· If you are unable to check a box, please highlight or shade the box for your response.
· Maximum of 25 pages (incuding questions/instructions; minimum font size 11 pt; do not change margins). Contact NQF staff if more pages are needed.
· Contact NQF staff regarding questions. Check for resources at Submitting Standards webpage.
· For information on the most updated guidance on how to address social risk factors variables and testing in this form refer to the release notes for version 7.1 of the Measure Testing Attachment.



	Note: The information provided in this form is intended to aid the Standing Committee and other stakeholders in understanding to what degree the testing results for this measure meet NQF’s evaluation criteria for testing.

2a2. Reliability testing 10 demonstrates the measure data elements are repeatable, producing the same results a high proportion of the time when assessed in the same population in the same time period and/or that the measure score is precise. For instrument-based measures (including PRO-PMs) and composite performance measures, reliability should be demonstrated for the computed performance score.

2b1. Validity testing 11 demonstrates that the measure data elements are correct and/or the measure score correctly reflects the quality of care provided, adequately identifying differences in quality.  For instrument-based measures (including PRO-PMs) and composite performance measures, validity should be demonstrated for the computed performance score.
[bookmark: _Toc256067249]
2b2. Exclusions are supported by the clinical evidence and are of sufficient frequency to warrant inclusion in the specifications of the measure; 12
AND 
If patient preference (e.g., informed decisionmaking) is a basis for exclusion, there must be evidence that the exclusion impacts performance on the measure; in such cases, the measure must be specified so that the information about patient preference and the effect on the measure is transparent (e.g., numerator category computed separately, denominator exclusion category computed separately). 13

[bookmark: _Toc256067250]2b3. For outcome measures and other measures when indicated (e.g., resource use): 
· an evidence-based risk-adjustment strategy (e.g., risk models, risk stratification) is specified; is based on patient factors (including clinical and social risk factors) that influence the measured outcome and are present at start of care; 14,15 and has demonstrated adequate discrimination and calibration
OR
· rationale/data support no risk adjustment/ stratification. 

2b4. Data analysis of computed measure scores demonstrates that methods for scoring and analysis of the specified measure allow for identification of statistically significant and practically/clinically meaningful 16 differences in performance;
OR
there is evidence of overall less-than-optimal performance. 

2b5. If multiple data sources/methods are specified, there is demonstration they produce comparable results.

2b6. Analyses identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias.

Notes
[bookmark: Note8][bookmark: Note9][bookmark: Note10]10. Reliability testing applies to both the data elements and computed measure score. Examples of reliability testing for data elements include, but are not limited to: inter-rater/abstractor or intra-rater/abstractor studies; internal consistency for multi-item scales; test-retest for survey items. Reliability testing of the measure score addresses precision of measurement (e.g., signal-to-noise).
[bookmark: Note11]11. Validity testing applies to both the data elements and computed measure score. Validity testing of data elements typically analyzes agreement with another authoritative source of the same information. Examples of validity testing of the measure score include, but are not limited to: testing hypotheses that the measures scores indicate quality of care, e.g., measure scores are different for groups known to have differences in quality assessed by another valid quality measure or method; correlation of measure scores with another valid indicator of quality for the specific topic; or relationship to conceptually related measures (e.g., scores on process measures to scores on outcome measures).  Face validity of the measure score as a quality indicator may be adequate if accomplished through a systematic and transparent process, by identified experts, and explicitly addresses whether performance scores resulting from the measure as specified can be used to distinguish good from poor quality. The degree of consensus and any areas of disagreement must be provided/discussed.
[bookmark: Note12]12. Examples of evidence that an exclusion distorts measure results include, but are not limited to: frequency of occurrence, variability of exclusions across providers, and sensitivity analyses with and without the exclusion.  
[bookmark: Note13]13. Patient preference is not a clinical exception to eligibility and can be influenced by provider interventions.
[bookmark: Note14][bookmark: Note15]14. Risk factors that influence outcomes should not be specified as exclusions.
[bookmark: Note16]15. With large enough sample sizes, small differences that are statistically significant may or may not be practically or clinically meaningful. The substantive question may be, for example, whether a statistically significant difference of one percentage point in the percentage of patients who received  smoking cessation counseling (e.g., 74 percent v. 75 percent) is clinically meaningful; or whether a statistically significant difference of $25 in cost for an episode of care (e.g., $5,000 v. $5,025) is practically meaningful. Measures with overall less-than-optimal performance may not demonstrate much variability across providers.


1. DATA/SAMPLE USED FOR ALL TESTING OF THIS MEASURE
Often the same data are used for all aspects of measure testing. In an effort to eliminate duplication, the first five questions apply to all measure testing. If there are differences by aspect of testing,(e.g., reliability vs. validity) be sure to indicate the specific differences in question 1.7. 

1.1. What type of data was used for testing? (Check all the sources of data identified in the measure specifications and data used for testing the measure. Testing must be provided for all the sources of data specified and intended for measure implementation. If different data sources are used for the numerator and denominator, indicate N [numerator] or D [denominator] after the checkbox.)
	Measure Specified to Use Data From:
(must be consistent with data sources entered in S.17)
	Measure Tested with Data From:

	☐ abstracted from paper record
	☐ abstracted from paper record

	☒ claims
	☒ claims

	☐ registry
	☐ registry

	☐ abstracted from electronic health record
	☐ abstracted from electronic health record

	☐ eMeasure (HQMF) implemented in EHRs
	☐ eMeasure (HQMF) implemented in EHRs

	☒ other:  Medicare Enrollment Database (including the Master Beneficiary Summary File), Medicare Fee Schedules, CMS Wage Index Data.
	☒ other:  Census Data/American Community Survey, Medicare Enrollment Database (including the Master Beneficiary Summary File, Medicare Fee Schedules, CMS Wage Index Data.


     
1.2. If an existing dataset was used, identify the specific dataset (the dataset used for testing must be consistent with the measure specifications for target population and healthcare entities being measured; e.g., Medicare Part A claims, Medicaid claims, other commercial insurance, nursing home MDS, home health OASIS, clinical registry).   
The datasets/data sources we used in testing include: Medicare administrative claims data, Medicare enrollment database (EDB), Medicare fee schedules, Federal Register Final Rules for Medicare PPS systems and payment policies, and CMS published wage index data. 
To assess socioeconomic factors, we used census as well as Medicare enrollment data. Dual eligibility was obtained through enrollment data. The Agency for Healthcare Research and Quality (AHRQ) socioeconomic status (SES) index score was obtained using the American Community Survey (ACS), 2013-2017.
The dataset used varies by testing type; see Section 1.7 for details.

1.3. What are the dates of the data used in testing?  Click here to enter date range

The dates used for testing vary by testing type; see Section 1.7 for details.

1.4. What levels of analysis were tested? (testing must be provided for all the levels specified and intended for measure implementation, e.g., individual clinician, hospital, health plan)
	Measure Specified to Measure Performance of:
(must be consistent with levels entered in item S.20)
	Measure Tested at Level of:

	☐ individual clinician
	☐ individual clinician

	☐ group/practice
	☐ group/practice

	☒ hospital/facility/agency
	☒ hospital/facility/agency

	☐ health plan
	☐ health plan

	☐ other:  Click here to describe
	☐ other:  Click here to describe



1.5. How many and which measured entities were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of measured entities included in the analysis (e.g., size, location, type); if a sample was used, describe how entities were selected for inclusion in the sample) 
For this measure, hospitals are the measured entities. All non-federal, short-term acute care inpatient US hospitals (including territories) with Medicare fee-for-service (FFS) beneficiaries aged 65 years or over are included. The number of measured entities (hospitals) varies by testing type; see Section 1.7 for details.

1.6. How many and which patients were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of patients included in the analysis (e.g., age, sex, race, diagnosis); if a sample was used, describe how patients were selected for inclusion in the sample) 
[bookmark: _Hlk46410889]The number of admissions/patients varies by testing type: see Section 1.7 for details.
1.7. If there are differences in the data or sample used for different aspects of testing (e.g., reliability, validity, exclusions, risk adjustment), identify how the data or sample are different for each aspect of testing reported below.

[bookmark: _Hlk46410915]The datasets, dates, number of measured hospitals, and number of admissions used in each type of testing are in Table 1.
Measure Testing 
For analytical updates for this measure, we used three-years of Medicare administrative claims data (July 2016 – June 2019). The dataset also included administrative data on each patient for the 12 months prior to the index admission and the 30 days following it. The dataset contained inpatient and facility outpatient claims and Medicare enrollment database (EDB) data. The datasets also contain price-standardized payments for Medicare patients across all Medicare settings, services, and supplies (that is, inpatient, outpatient, SNF, home health agency, hospice, physician/clinical laboratory/ambulance services, and durable medical equipment, prosthetics/orthotics, and supplies). The CMS Standardization Methodology for Allowed Amount for 2006 through 2019 was applied to the claims to calculate the measures.
Refer to the original methodology reports for further descriptions of these data sources.
Federal Register Final Rules for Medicare Prospective Payment Systems and Payment Policies: Certain data necessary to calculate payments (e.g. annual base payments and conversion factors, DRG weights, wage indexes, and average length of stay) were taken from applicable Federal Register Final Rules. CMS-published Wage Index Data Wage index data not published in Federal Register Final Rules (such as the wage index data for Renal Dialysis Facilities) were obtained via the CMS website.
CMS-published Wage Index Data Wage index data not published in Federal Register Final Rules (such as the wage index data for Renal Dialysis Facilities) were obtained via the CMS website.

Table 1. Dataset Description
	Dataset
	Applicable Section in the Testing Attachment
	Description of Dataset

	Original Development and Validation Datasets
(Medicare Fee-For-Service Administrative Claims Data)
	Section 2b3 Risk Adjustment/Stratification 
Section 2b3.6. Statistical Risk Model Discrimination Statistics
Section 2b3.7. Statistical Risk Model Calibration Statistics
	Full 2008 sample (Sample “A3”) 
Dates of Data: January 1, 2008 – January 31, 2008
Number of admissions = 348,061
Number of measured hospitals: 4,579
Full 2009 sample:
This cohort was randomly split for initial model testing.
First half of split sample (Sample “A1”)
-Number of Admissions: 173,296
-Number of Measured Hospitals: 4,508
Second half of split sample (Sample “A2”)
-Number of Admissions: 173,296
-Number of Measured Hospitals: 4,493

	EM Testing Dataset
(Medicare Fee-For-Service Administrative Claims Data) (July 1, 2016 – June 30, 2019) 
	Section 2a2 Reliability Testing
Section 2b1 Validity Testing
Section 2b2 Testing of Measure Exclusion
Section 2b3 Risk Adjustment/Stratification 
Section 2b3.6. Statistical Risk Model Discrimination Statistics
Section 2b4 Meaningful Differences
	Dates of Data: July 2016-June 2019.
Number of admissions = 1,191,997.
Number of measured hospitals: 4,564.
This cohort was randomly split into two halves.
First half of split sample
- Number of Admissions: 594,897.
- Number of measured hospitals: 4,538.
Patient Descriptive Characteristics:

Second half of split sample
- Number of Admissions: 597,100. 
- Number of measured hospitals: 4,564.


	The American Community Survey (ACS)
	Section 2b3: Risk adjustment/Stratification for Outcome or Resource Use Measures
	Dates of Data: 2013-2017
We used the AHRQ SES index score derived from the American Community Survey (2013-2017) to study the association between the 30-day readmission outcome and SRFs. The AHRQ SES index score is based on beneficiary 9-digit zip code level of residence and incorporates 7 census variables found in the American Community Survey.

	Master Beneficiary Summary File (MBSF)
	Section 2b3: Risk adjustment/Stratification for Outcome or Resource Use Measures
	Dates of Data: July 2016 – June 2019
We used dual eligible status (for Medicare and Medicaid) derived from the MBSF to study the association between the 30-day measure outcome and dual-eligible status.




1.8 What were the social risk factors that were available and analyzed? For example, patient-reported data (e.g., income, education, language), proxy variables when social risk data are not collected from each patient (e.g. census tract), or patient community characteristics (e.g. percent vacant housing, crime rate) which do not have to be a proxy for patient-level data. 

We selected social risk factor (SRF) variables to analyze after reviewing the literature and examining available national data sources. We sought to find variables that are consistently captured in a reliable fashion for all patients in this measure. There is a large body of literature linking various social risk factors to worse health status and higher mortality, readmissions, complications of care, and outcomes and cost of care more broadly. Overall, income, education, and occupation are the most commonly examined SRFs studied. 
For pneumonia specifically, studies have shown that black and Hispanic Medicare patients with community acquired pneumonia were less likely to have a follow-up clinic visit but more likely to experience a more costly readmission within 30 days of hospital discharge, compared with white patients. In addition, patients with Medicare Advantage plans (considered by the authors as a possible proxy for income) were much less likely to have a follow-up visit and also more likely to experience a readmission within 30 days; the inverse was true for patients with commercial insurance. Medicare patients with additional Medicaid coverage were much less likely to have a follow-up visit but also less likely to experience a readmission.
The causal pathways for SRF variable selection are described below in Section 2b3.3a. Unfortunately, these variables are not available at the patient level for this measure. Therefore, proxy measures of income, education level and economic status were selected.
The SRF variables used for analysis were:
· Dual eligible status: Dual eligible status (i.e., enrolled in both Medicare and Medicaid) patient-level data is obtained from the CMS Master Beneficiary Summary File (MBSF).
Following guidance from ASPE and a body of literature demonstrating differential health care and health outcomes among dual eligible patients, we identified dual eligibility as a key variable (ASPE 2016; ASPE 2020). We recognize that Medicare-Medicaid dual eligibility has limitations as a proxy for patients' income or assets because it does not provide a range of results and is only a dichotomous outcome. However, the threshold for over 65-year-old Medicare patients is valuable, as it takes into account both income and assets and is consistently applied across states for the older population. We acknowledge that it is important to test a wider variety of SRFs including key variables such as education and poverty level; therefore, we also tested a validated composite based on census data linked to as small a geographic unit as possible.
· AHRQ-validated SES index score (summarizing the information from the following 7 variables): percentage of people in the labor force who are unemployed, percentage of people living below poverty level, median household income, median value of owner-occupied dwellings, percentage of people ≥25 years of age with less than a 12th grade education, percentage of people ≥25 years of age completing ≥4 years of college, and percentage of households that average ≥1 people per room) 
We selected the AHRQ SES index score because it is a well-validated variable that describes the average SES of people living in defined geographic areas. Its value as a proxy for patient-level information is dependent on having the most granular-level data with respect to communities that patients live in. We considered the area deprivation index (ADI) among many other potential indicators when we initially evaluated the impact of SDS indicators. We ultimately did not include the ADI at the time, partly due to the fact that the coefficients used to derive ADI had not been updated for many years. Recently, the coefficients for ADI have been updated and therefore we compared the ADI with the AHRQ SES Index and found them to be highly correlated. In this submission, we present analyses using the census block level, the most granular level possible using American Community Survey (ACS) data. A census block group is a geographical unit used by the US Census Bureau which is between the census tract and the census block. It is the smallest geographical unit for which the bureau publishes sample data. The target size for block groups is 1,500 and they typically have a population of 600 to 3,000 people. We used 2013-2017 ACS data and mapped patients’ 9-digit ZIP codes via vendor software to the census block group level. Given the variation in cost of living across the country, the median income and median property value components of the AHRQ SES Index were adjusted by regional price parity values published by the Bureau of Economic Analysis (BEA). This provides a better marker of low SES neighborhoods in high expense geographic areas. We then calculated an AHRQ SES Index score for census block groups that can be linked to 9-digit ZIP codes. We used the percentage of patients with an AHRQ SES index score equal to or below 42.7 to define the lowest quartile of the AHRQ SES Index.
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________________________________
2a2. RELIABILITY TESTING 
Note: If accuracy/correctness (validity) of data elements was empirically tested, separate reliability testing of data elements is not required – in 2a2.1 check critical data elements; in 2a2.2 enter “see section 2b2 for validity testing of data elements”; and skip 2a2.3 and 2a2.4.

2a2.1. What level of reliability testing was conducted? (may be one or both levels)
☐ Critical data elements used in the measure (e.g., inter-abstractor reliability; data element reliability must address ALL critical data elements)
☒ Performance measure score (e.g., signal-to-noise analysis)

2a2.2. For each level checked above, describe the method of reliability testing and what it tests (describe the steps―do not just name a method; what type of error does it test; what statistical analysis was used)
Measure Score Reliability
We estimated the overall measure score reliability by calculating the intra-class correlation coefficient (ICC) using a split sample (i.e. test-retest) method. 
Split-Sample Reliability
The reliability of a measurement is the degree to which repeated measurements of the same entity agree with each other. For measures of hospital performance, the measured entity is naturally the hospital, and reliability is the extent to which repeated measurements of the same hospital give similar results. Accordingly, our approach to assessing reliability is to consider the extent to which assessments of a hospital using different but randomly selected subsets of patients produce similar measures of hospital performance. Hospital performance is measured once using a random subset of patients from a defined dataset from a measurement period, and then measured again using a second random subset exclusive of the first from the same measurment period, and the agreement of the two resulting performance measures compared across hospitals (Rousson, Gasser, and Seifert, 2002).
For split-sample reliability of the measure in patients aged 65 years and older, we randomly sampled half of patients within each hospital from a one-year measurement period, calculated the measure for each hospital, and repeated the calculation using the second half of patients. Thus, each hospital is measured twice, but each measurement is made using an entirely distinct set of patients. To the extent that the calculated measures of these two subsets agree, we have evidence that the measure is assessing an attribute of the hospital, not of the patients. As a metric of agreement we calculated the intra-class correlation coefficient (Shrout & Fleiss, 1979), and assessed the values according to conventional standards. Specifically, we used the 2020 EM Testing Dataset and, randomly split it into two approximately equal subsets of patients, and calculated the RSRR for each hospital for each sample. The agreement of the two RSRRs was quantified for hospitals in each sample using the intra-class correlation as defined by ICC (2,1). (Shrout & Fleiss, 1979).
Using two non-overlapping random samples provides a conservative estimate of the measure’s reliability, compared with using two random, but potentially overlapping samples which would exaggerate the agreement. Moreover, because our final measure is derived using hierarchical logistic regression, and a known property of hierarchical logistic regression models is that smaller volume hospitals contribute less 'signal', a split sample using a single measurement period would introduce extra noise. This leads to an underestimate in the actual split-sample reliability that would be achieved if the measure were reported using the full measurement period, as evidenced by the Spearman Brown prophecy formula (Spearman 1910, Brown 1910). We used this formula to estimate the reliability of the measure if the whole cohort were used, based on an estimate from half the cohort.
Additional Information
In constructing the measure, we aim to utilize only those data elements from the claims that have both face validity and reliability. We avoid the use of fields that are thought to be coded inconsistently across providers. Specifically, we use fields that are consequential for payment and which are audited. We identify such variables through empiric analyses and our understanding of CMS auditing and billing policies and seek to avoid variables which do not meet this standard.
In addition, CMS has in place several hospital auditing programs used to assess overall claims code accuracy, to ensure appropriate billing, and for overpayment recoupment. CMS routinely conducts data analysis to identify potential problem areas and detect fraud, and audits important data fields used in our measures, including diagnosis and procedure codes and other elements that are consequential to payment.
Furthermore, we assessed the variation in the frequency of the variables over time: Detailed information is presented in the measure’s 2020 Condition-Specific Measure Updates and Specifications Report.
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2a2.3. For each level of testing checked above, what were the statistical results from reliability testing?  (e.g., percent agreement and kappa for the critical data elements; distribution of reliability statistics from a signal-to-noise analysis)
Measure Score Reliability Results 
In total, 1,191,997 admissions were included in the analysis, using 3 years of data. After randomly splitting the sample into two halves, there were 597,100 admissions from 4,564 hospitals in one half and    594,897 admissions from 4,538 hospitals in the other half.

As a metric of agreement, we calculated the ICC for hospitals with 25 admissions or more.
Using the Spearman-Brown prediction formula, the agreement between the two independent assessments of the risk-standardized payment (RSP) for each hospital was 0.815.

2a2.4 What is your interpretation of the results in terms of demonstrating reliability? (i.e., what do the results mean and what are the norms for the test conducted?)

[bookmark: _Hlk55471859][bookmark: _Hlk55970285]Measure Score Reliability Results
The split-sample reliability score of 0.815, discussed in the previous section, represents the lower bound of estimate of the true measure score reliability.
According to published interpretations of reliability, this is considered sufficiently high (Adams et al., 2010; Landis and Koch, 1977; Yu et al., 2013).  
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_________________________________
2b1. VALIDITY TESTING 
2b1.1. What level of validity testing was conducted? (may be one or both levels)
☐ Critical data elements (data element validity must address ALL critical data elements)
☒ Performance measure score
☒ Empirical validity testing
☒ Systematic assessment of face validity of performance measure score as an indicator of quality or resource use (i.e., is an accurate reflection of performance on quality or resource use and can distinguish good from poor performance)  NOTE:  Empirical validity testing is expected at time of maintenance review; if not possible, justification is required.

2b1.2. For each level of testing checked above, describe the method of validity testing and what it tests (describe the steps―do not just name a method; what was tested, e.g., accuracy of data elements compared to authoritative source, relationship to another measure as expected; what statistical analysis was used)

Measure Score Validity-Validity Indicated by Established Measure Development Guidelines
We developed this measure in consultation with national guidelines for publicly reported outcomes measures, with outside experts, and with the public. The measure is consistent with the technical approach to outcomes measurement set forth in NQF guidance for outcomes measures7 (National Quality Forum, 2010), CMS Measure Management System (MMS) guidance, and the guidance articulated in the American Heart Association scientific statement, “Standards for Statistical Models Used for Public Reporting of Health Outcomes”.

Measure Score Validity-Validity as Assessed by External Groups
Throughout measure development, we obtained expert and stakeholder input via three mechanisms: regular consultations with an expert health economist, a national TEP, and a 30-day public comment period in order to increase transparency and to gain broader input into the measure. 

The health economist with whom we consulted had years of experience in economic analysis and working with claims data. We worked with the consultant to address key issues surrounding measure development, including detailed discussions regarding the appropriate cohort for inclusion in the measure. Having regular meetings with a consultant provided a forum for focused expert review and discussion of technical issues during measure development prior to consideration by the broader TEP.

In addition to consulting with a health economist, and in alignment with the CMS Measure Management System, we convened a TEP to provide input and feedback during measure development from a group of recognized experts in relevant fields. To convene the TEP, we released a public call for nominations and selected individuals who represent a range of perspectives including clinicians, consumers, and purchasers, as well as individuals with experience in quality improvement, performance measurement, and healthcare disparities. We convened two structured TEP conference calls consisting of presentation of key issues, our proposed approach, and relevant data, followed by open discussion among TEP members. We made modifications to the measure based on TEP feedback. 

Following completion of the measure, we solicited public comment on the measure through CMS, and the public comments were posted publicly for 60 days. 

Face Validity as Determined by Technical Expert Panel
One means of confirming the validity of this measure was face validity assessed by our TEP, which included 16 members, including patient representatives, expert clinicians, researchers, providers, and purchasers.
Technical Expert Panel Members: 
Ann-Marie Audet, MD Commonwealth Fund 
Peter Bach, MD Memorial Sloan-Kettering Cancer Center 
Richard Bankowitz, MD Premier Inc. 
Donald Casey, MD New York University Langone Medical Center 
Lesley Curtis, PhD Duke University 
David Dunn, MD ZHealth LLC 
Terri Golash, MD Aetna 
Vivian Ho, PhD Rice University 
David Hopkins, PhD Pacific Business Group on Health 
Amanda Kowalski, PhD Yale University 
Kavita Patel, MD Brookings Institute 
Stephen Schmaltz, PhD Joint Commission
Measure Score Validity-Face Validity as Determined by TEP
To systematically assess face validity, we surveyed the Technical Expert Panel and asked each member to rate the following statement using a six-point scale (1=Strongly Disagree, 2=Moderately Disagree, 3=Somewhat Disagree, 4=Somewhat Agree, 5= Moderately Agree, and 6=Strongly Agree): “This is a measure of payments for Medicare patients for a 30-day pneumonia episode of care. The measure removes policy adjustments that are independent of care decisions and risk-adjusts based on case mix. The measure is intended to provide CMS a tool to compare payments across hospitals nationally to identify hospitals that have notably higher or lower payments associated with pneumonia care. To what extent does the committee agree that this measure accomplishes this purpose?”
Empirical Validity
Stewards of NQF-endorsed measures going through the re-endorsement process are required to demonstrate external validity testing at the time of maintenance review, or if this is not possible, justify the use of face validity only. To meet this requirement for the PN payment measure, we identified and assessed the measure’s correlation with other measures that target the same domain (payment or utilization) for the same or similar populations. After literature review and consultations with measure experts in the field, there were very few measures identified. Given that challenge, we selected the hospital Medicare Spending per Beneficiary (MSPB) measure for comparison. We report an unweighted Pearson’s correlation coefficient for this analysis.
The hospital Medicare Spending per Beneficiary (MSPB) measure is a risk-adjusted, price-standardized measure that assesses Medicare Part A and Part B payments for services provided to Medicare beneficiaries for episodes that spanning from three days prior to an inpatient hospital admission through 30 days after discharge.  More information about the hospital MSPB measure can be found here: https://qualitynet.cms.gov/inpatient/measures/mspb.
Because the MSPB measure assesses payments for all Medicare FFS patients for all conditions during the measurement period, and the PN payment measure is focused on a single diagnosis, we predicted that PN payment measure scores would be weakly-to-moderately, positively correlated with MSPB measure scores.  
As additional evidence of measure score validity, we also present a measure of internal validity of the outcome by examining the distribution of payment types across the quartiles of risk-standardized payments.  Our expectation would be that detailed level observed payments would be greater in hospitals with higher risk-standardized payments.
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2b1.3. What were the statistical results from validity testing? (e.g., correlation; t-test)

Measure Score Validity-Validity as Assessed by External Groups
Among the 10 TEP members who responded to our face validity question, 6 strongly agreed, 3 moderately agreed, and 1 somewhat agreed that this measure accomplished the purposes of measuring payments for Medicare patients for a 30-day pneumonia episode of care, removing policy adjustments unrelated to care decisions, risk-adjusting based upon case mix, and providing CMS with a tool that it can use to compare payments across hospitals and identify hospitals with notably higher and lower payments.

External Empiric Validity
Correlations with Medicare Spending Per Beneficiary (MSPB)
The results of the correlation analyses described in section 2b1.2 are shown below in Figure 1. As expected, the PN payment measure score was positively correlated with the Medicare Spending Per Beneficiary (MSPB) measure, with a correlation coefficient of 0.588 (p<.0001) meaning that higher spending across all Medicare FFS beneficiaries correlated with higher spending on patients hospitalized with PN. 
Figure 1 shows the box-whisker plots of the PN risk-standardized payment (RSP) within each quartile of the MSPB measure score. The blue circles represent the mean RSPs of PN payment score quartiles. The correlation between PN RSPs and the MSPB score is 0.588, which suggests that hospitals with higher RSPs are more likely to have higher MSPB measure scores.

Figure 1. Box-whisker plots of PN payment RSPs within each quartile of the Medicare Savings Per Beneficiary (MSPB) measure score
[image: Figure 1. Box-whisker plots of PN payment RSPs within each quartile of the Medicare Savings Per Beneficiary (MSPB) measure score

Figure 1 shows the box-whisker plots of the PN risk-standardized payment (RSP) within each quartile of the MSPB measure score. The correlation between PN RSPs and the MSPB score is 0.588, which suggests that hospitals with higher RSPs are more likely to have higher MSPB measure scores.]
Disposition of Payments
In table 2 below, we show the disposition of payments for the observed outcomes (inpatient and post-acute care), within quartiles of the provider RSP. 
Table 2. Subcategories of observed payments within the PN Payment Quartiles of Provider RSPs
	Description
	1st Quartile of RSPs ($)
	2nd Quartile of RSPs
($)
	3rd Quartile of RSPs
($)
	4th Quartile of RSPs
($)

	Number of Patients in Each RSP Quartile
	168,272
	323,213
	373,914
	326,598

	Total Observed Episode Payment per Patient
	$14,960
	$17,033
	$18,528
	$21,093

	Index Inpatient Payment/Patient
	$9,590
	$10,798
	$11,538
	$12,606

	Index Inpatient Facility Payment/Patient
	$8673
	$9,612
	$10,129
	$10,862

	Index Inpatient Physician Payment/Patient
	$917
	$1,186
	$1,410
	$1,744

	Patient with PAC%
	93.9
	93.8
	93.8
	93.5

	 PAC Payment/Patient
	$5,722
	$6,655
	$7,471
	$9,130




2b1.4. What is your interpretation of the results in terms of demonstrating validity? (i.e., what do the results mean and what are the norms for the test conducted?)

[bookmark: _Hlk58536045]The validity of the HF Payment measure is supported by three types of evidence:  face validity results derived from a systematic survey of a Technical Expert Panel (TEP), empiric validity demonstrated by correlations, and internal consistency.
The validity of the PN Payment measure is supported by face validity as indicated by the Technical Expert Panel (TEP) vote. There was unanimous TEP support for the face validity of the measure: 10 of 10 TEP members strongly, mostly, or somewhat agreed with the validity statement. 
The validity of the measure is further supported by the empiric evidence that shows a correlation in the expected strength and direction with a related and valid utilization measure. 
Finally, the observed payment breakdowns appropriately align with the distribution of the provider-level risk-standardized payments.
_________________________
2b2. EXCLUSIONS ANALYSIS
NA ☐ no exclusions — skip to section 2b4

2b2.1. Describe the method of testing exclusions and what it tests (describe the steps―do not just name a method; what was tested, e.g., whether exclusions affect overall performance scores; what statistical analysis was used)
 
All exclusions were determined by careful clinical review and have been made based on clinically relevant decisions to ensure accurate calculation of the measure. To ascertain impact of exclusions on the cohort, we examined overall frequencies and proportions of the total cohort excluded for each exclusion criterion (EM Testing Dataset). These exclusions are consistent with similar NQF-endorsed outcome measures. Rationales for the exclusions are detailed in data field S.9 (Denominator Exclusions).

2b2.2. What were the statistical results from testing exclusions? (include overall number and percentage of individuals excluded, frequency distribution of exclusions across measured entities, and impact on performance measure scores)

Table 3 shows the distribution of exclusions (based on the EM Testing Dataset), among hospitals with 25 or more admissions.
Table 3. PN Payment: Number, percent, and distribution of exclusions among hospitals with 25 or more admissions.
	

	Exclusion
	N
	%
	Distribution across hospitals (N=2,311 prior to applying exclusion criteria: Min, 25th, 50th, 75th percentile, Max)

	1. Discharged alive on the day of admission or the following day who were not transferred to another
	43,612
	2.91
	(0.00,1.43,2.74,4.72,28.2)

	2. Inconsistent or unknown patient vital status or other unreliability demographic data
	49
	<0.01
	(0.00,0.00,0.00,0.00,2.86)

	3. Incomplete administrative data in the 30 days following the start of the index admission if discharged alive
	82,194
	5.49
	(0.00,3.85,5.26,6.85,26.2)

	4. Enrolled in the Medicare hospice program any time in the 12 months prior to the index admission
	27,689
	1.85
	(0.00,0.65,1.49,2.56,27.2)

	5. Discharged against medical advice (AMA)
	5,146
	0.34
	(0.00,0.00,0.00,0.46,9.68)

	6. Transferred to a federal hospital
	1,497
	0.10
	(0.00,0.00,0.00,0.00,37.9)

	7. Not matched to admission in the PN mortality measure
	22,202
	1.48
	(0.00,0.34,1.07,1.99,92.6)

	8.  Missing index DRG weight where provider received no payment
	1
	0.00
	(0.00,0.00,0.00,0.00,0.44)



After exclusions #1-8 are applied, the measure randomly selects one index admission per patient per year for inclusion in the cohort so that each episode of care is mutually independent. Additional admissions within that year are excluded; 134,908 admissions, or 9.02% of the cohort, were excluded in this step. For the three-year combined data, when index admissions occur during the transition between measure reporting periods (June and July of each year) and both are randomly selected for inclusion in the measure, the measure includes only the June admission. July admissions within the 30-day outcome window of the June admission are excluded to avoid assigning payments for the same claims to two admissions.  There were 809 admissions in July, representing 0.05% of the cohort.

2b2.3. What is your interpretation of the results in terms of demonstrating that exclusions are needed to prevent unfair distortion of performance results? (i.e., the value outweighs the burden of increased data collection and analysis.  Note: If patient preference is an exclusion, the measure must be specified so that the effect on the performance score is transparent, e.g., scores with and without exclusion)

Exclusion 1: Patients who were discharged alive on the day of admission or the following day who were not transferred to another acute care facility. This exclusion accounts for 2.91% of all index admissions excluded from the initial index cohort. This exclusion represents the majority of all exclusions, and is meant to ensure a clinically coherent cohort. This exclusion prevents inclusion of patients who likely did not have clinically significant PN.
Exclusion 2: Patients with inconsistent or unknown vital status or other unreliable demographic [age and gender] data.  This exclusion accounts for <0.01% of all index admissions excluded from the initial index cohort. We do not include stays for patients where the age is greater than 115, where the gender is neither male nor female, where the admission date is after the date of death in the Medicare Enrollment Database, or where the date of death occurs before the date of discharge but the patient was discharged alive.
Exclusion 3:  Patients with incomplete administrative data in the 30 days following start of index admission if discharged alive. This exclusion accounts for 5.49% of all index admissions excluded from the initial index cohort. This is necessary in order to identify the outcome (payments) in the sample over our analytic period.
Exclusion 4: Patients enrolled in the Medicare hospice program or used VA hospice services any time in the 12 months prior to the index admission, including the first day of the index admission. This exclusion accounts for 1.85% of all index admissions excluded from the initial index cohort. These patients are likely continuing to seek comfort measures only; thus, mortality is not necessarily an adverse outcome or signal of poor quality care. 
Exclusion 5: Patients who are discharged AMA. This exclusion accounts for 0.34% of all index admissions excluded from the initial index cohort. This exclusion is needed for acceptability of the measure to hospitals, who do not have the opportunity to deliver full care and prepare the patient for discharge. Given that a very small percentage of patients are being excluded, it is unlikely this exclusion affects the measure score.
Exclusion 6: Patients transferred to a federal hospital. This exclusion accounts for 0.10% of all index admissions excluded from the initial index cohort. We do not have claims data for these hospitals; therefore, including these patients would systematically underestimate payments.
Exclusion 7: Patients whose claims are not matched to admission in the PN mortality measure. This exclusion accounts for 1.48% of all index admissions excluded from the initial index cohort. As part of the current data processing, we match our index PN admissions to the PN mortality cohort to obtain the risk-adjustment variables. Patients are excluded if they cannot be matched between the PN payment and PN mortality cohorts.
Exclusion 8 (patients whose claims are missing index DRG weight where provider received no payment) accounts for <0.01% of all index admissions excluded from the initial index cohort. With neither DRG weight or payment data, we cannot calculate a payment for the patient’s index admission; this would make the entire episode of care appear significantly less expensive.
____________________________
[bookmark: section2b4]2b3. RISK ADJUSTMENT/STRATIFICATION FOR OUTCOME OR RESOURCE USE MEASURES
If not an intermediate or health outcome, or PRO-PM, or resource use measure, skip to section 2b5.

2b3.1. What method of controlling for differences in case mix is used?
☐ No risk adjustment or stratification
☒ Statistical risk model with 57 risk factors
☐ Stratification by Click here to enter number of categories risk categories
☐ Other, Click here to enter description

2b3.1.1 If using a statistical risk model, provide detailed risk model specifications, including the risk 
model method, risk factors, coefficients, equations, codes with descriptors, and definitions. 
See risk model specifications in Section 2b3.4a and the attached data dictionary.
2b3.2. If an outcome or resource use component measure is not risk adjusted or stratified, provide rationale and analyses to demonstrate that controlling for differences in patient characteristics (case mix) is not needed to achieve fair comparisons across measured entities. 
N/A. This measure is risk adjusted.
2b3.3a. Describe the conceptual/clinical and statistical methods and criteria used to select patient factors (clinical factors or social risk factors) used in the statistical risk model or for stratification by risk (e.g., potential factors identified in the literature and/or expert panel; regression analysis; statistical significance of p<0.10; correlation of x or higher; patient factors should be present at the start of care)  Also discuss any “ordering” of risk factor inclusion; for example, are social risk factors added after all clinical factors?

The goal of risk adjustment for this measure is to account for patient age and comorbid conditions that are clinically relevant and have strong relationships with the outcome while illuminating important payment differences between hospitals. The measure adjusts for case-mix differences based on the comorbidities of the patient at the time of index admission. Conditions that may represent adverse outcomes due to care received during the index admission are not considered for inclusion in risk adjustment. Although they may increase the risk of mortality and complications, including them as covariates in risk adjustment could attenuate the measure’s ability to characterize payments influenced by care delivered by hospitals.
The candidate variables for the model are derived from secondary diagnoses of the index hospital stay (excluding potential complications), inpatient Part A data, outpatient hospital data, and Part B carrier files for physician, radiology, and laboratory services during the 12 months prior to the index hospital stay. 
For candidate variable selection using the development sample (A1; random 50% of 2008 data), we started with the 189 Condition Categories (CCs). We used the ICD-9-to-CC assignment map, which is maintained by CMS and posted at www.qualitynet.org. To select candidate variables, a team of clinicians reviewed all 189 CCs and excluded those that were not relevant to the Medicare population or that were not clinically relevant to the PN payment outcome (e.g., attention deficit disorder, female infertility). Clinically relevant CCs were selected as candidate variables; some of these CCs were combined into clinically coherent groups. The remaining clinically relevant CCs, along with age, were selected as candidate comorbid risk variables. A complete list of candidate variables is presented in the original methodology report.
To inform variable selection, we performed a modified approach to stepwise generalized linear model regression. We used sample A1 to create 1,000 bootstrap samples. For each sample, we ran a generalized linear model that included all candidate variables. The results were summarized to show the percentage of times that each of the candidate variables was significantly associated with PN payment (at the p<0.05 level) in the 1,000 bootstrap samples (e.g., 70% would mean that the candidate variable was significant at p<0.05 in 70% of the bootstrap).
The working group reviewed these results and decided to retain all risk-adjustment variables above a 90% cutoff (i.e., to retain variables that were significant at the p<0.05 level in at least 90% of the bootstrap samples). We chose the 90% cutoff because variables above this threshold demonstrated a relatively strong association with PN payment and were clinically relevant.
Causal Pathways for Social Risk Variable Selection
The social risk factors that have been examined in the literature can be categorized into three domains: (1) patient-level variables, (2) neighborhood/community-level variables, (3) hospital-level variables.
Patient-level variables describe characteristics of individual patients, and include the patient’s income or education level (Eapen et al., 2015) as well as race. Neighborhood/community-level variables use information from sources such as the American Community Survey as either a proxy for individual patient-level data or to measure environmental factors. Studies using these variables use one dimensional measures such as median household income or composite measures such as the AHRQ-validated SES index score (Blum et al., 2014). Some of these variables may include the local availability of clinical providers (Herrin et al., 2015; Herrin et al., 2016). Hospital-level variables measure attributes of the hospital which may be related to patient risk (Roshanghalb et al., 2019; Alghanem et al., 2020). Examples of hospital-level variables used in studies are ZIP code characteristics aggregated to the hospital level or the proportion of Medicaid patients served in the hospital (Gilman et al., 2014; Jha et al., 2013). 
Conceptual Framework
The relationship between social risk factors and episode-of-care payment is complex and not well understood. While patients with social risk factors might have have lower utilization because of reduced access to care, they may also have higher overall utilization of care due to worse outcomes. 
[bookmark: _Hlk60636136]Additionally, it is important to consider whether costs associated with patients with social risk factors influences outcomes. For example, if there is a pattern showing that increased spending results in better outcomes, it might be appropriate to risk adjust. However, given the complex relationships between social risk, costs, and outcomes, if there is no consistent association between payment and quality then it may not be appropriate to risk adjust.
Potential Mechanisms by which Social Risk Factors Affect Costs  
Potential causal mechanisms by which social risk factors influence costs following an admission for pneumonia are varied and complex. Few studies have assesed the relationship between patient social risk factors (e.g., gender, SES and race) and payment associated with pneumonia, and few studies directly address the complex causal pathways. Our literature review has identified four potential mechanisms at the patient- and hospital-level: (1) Health at admission and other patient characteristics, (2) selection of patients into different quality hospitals, (3) care within the hospital, and (4) post-discharge care.
1. Health at admission and other patient characteristics 
Patients with social risk factors such as low SES may have more comorbid conditions at the time of admission related to historical or lifelong social disadvantage. For example, research shows that patients with social risk factors can have worse health overall, and therefore may have worse health outcomes at the time of admission. For pneumonia specifically, Medicare patients with more comorbidities have higher rates of follow-up visits and readmission, and there are known differences in comorbidities between different races (Ojemolon et al., 2020). However this measure risk adjusts for comorbidities to account for health at admission.
2. Selection of patients into different quality hospitals
Some studies examining the link between social risk factors and costs suggest that the relationship can be mediated by hospital quality. Patients with social risk factors may be more likely to live near to and be admitted to lower quality hospitals.  For pneumonia, however, a recent study found that between-hospital differences in readmission rates were small at hospitals treating a minimum volume of patients within different race and neighborhood-income subgroups (Downing et al., 2018). 
Low- and high-quality hospitals can both contribute to increased episode-based costs. For example, care at low-quality hospitals may be associated with higher costs because lower-quality of care may require more frequent and intense follow-up care (such as a readmission). But care delivered at high-quality hospitals could also be more costly, for example when high-quality, evidence-based care involves expensive treatments or procedures. In addition, both high- and low-quality hospitals also have the potential to deliver higher-cost but low-value care.  In general the relationship between care quality and cost has been show to be inconsistent (Hussey, 2013), and in the case of pneumonia more recent sudies have shown either a weak inverse association or no relationship between cost and quality (Desai et al., 2018; Krumholz et al., 2019). 
It has been demonstrated, however, that hospital performance related to adverse events was associated with hospital-specific risk-standardized 30-day episode-of-care expenditures for patients with pneumonia (Wang et al., 2020). In addition, a 2019 study authored by the developer showed that differences in hospital-level payments for pnumonia were associated with hospital characteristics independently from patient characteristics (Krumholz et al., 2019). In this study the authors compared payments for the same Medicare patient for two admissions for the same condition – one admission to a low-payment hospital and one admission to a high-payment hospital and found that patients who were admitted to hospitals with the highest payment profiles incurred higher costs than when they were admitted to hospitals with the lowest payment profiles. The findings suggest that that variations in payments to hospitals are, at least in part, associated with the hospitals independently of non–time-varying patient characteristics. 
3. Care within the hospital
Social risk factors can contribute to costs if patients do not receive equivalent or patient-centered care within a facility. For example, a study using linked hospital and census data found that low income or minority patients may experience differential, lower quality, or discriminatory care within a given facility (Trivedi 2014). Alternatively, patients with social risk factors may require and not necessarily receive differentiated care, such as provision of lower literacy information. For example, hospitals may provide the same care for all patients (e.g. the same discharge instructions) but this care might be insufficient for patients with social risk factors (e.g. due to low literacy). Failure to meet the needs of socially disadvantaged patients can lead to costly complications requiring readmission. 
Specifically for pnumonia, a recent study found no evidence of significant within-hospital differences in in utilization as measured by readmission rates for patients from lower-income neighborhoods compared with those from higher-income neighborhoods (Downing et al., 2018). This study suggests that any differences in readmission rates by race and neighborhood income may be systemic, rather than localized within particular hospitals.
4. Post-discharge care
Social risk factors can contribute to costs if patients receive or have access to more or less high-value post-discharge care.  In the case of pneumonia, black patients are more likely to have higher hospitalization rates overall (Hayes et al., 2018) and are more likely to experience a readmission, however, a recent study found that readmission rates were only slightly higher for patients in lower-income neighborhoods compared with higher-income neighborhoods (Downing et al., 2018). However, for pneumonia, only 30-40% of post-discharge costs are attributible to readmission costs (Huckfeldt et al., 2016).  As mentioned in section 1.8 above, studies have shown that black and Hispanic Medicare patients with community acquired pneumonia were less likely to have a follow-up clinic visit but more likely to experience a readmission within 30 days of hospital discharge, compared with white patients (DeLia et al., 2014). In addition, patients with Medicare Advantage plans (considered by the study authors as a possible proxy for income) were much less likely to have a follow-up visit and also more likely to experience a readmission within 30 days; the inverse was true for patients with commercial insurance. Medicare patients with additional Medicaid coverage were much less likely to have a follow-up visit but also less likely to experience a readmission.
Although we analytically aim to separate these pathways to the extent possible, we acknowledge that risk factors often act on multiple pathways, and as such, individual pathways are complex to distinguish analytically. Further, some social risk factors, despite having a strong conceptual relationship with worse outcomes, may not have statistically meaningful effects on the risk model. They also have different implications on the decision to risk adjust or not. 
Note that while race has been used in studies of pneumonia outcomes and utilization, NQF has discouraged the use of race variables in social risk factor testing.  Therefore, we do not present those results.
Based on this model and the considerations outlined above and in section 1.8 – namely, that the AHRQ SES index and dual eligibility variables aim to capture the SRFs that are likely to influence these pathways (income, education, housing, and community factors) – the following social risk variables were considered for risk-adjustment:
· Dual eligible status
· AHRQ SES index
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2b3.3b. How was the conceptual model of how social risk impacts this outcome developed?  Please check all that apply:
☒ Published literature
☐ Internal data analysis
☐ Other (please describe)


2b3.4a. What were the statistical results of the analyses used to select risk factors?

The table below shows the final variables in the model in the testing dataset. Given the link function used in the HGLM model, coefficients can be expressed directly as dollars.  The associated payments and 95 percent confidence intervals (CI) calculated with the EM Testing Dataset are presented.




Table 4  Hierarchical Generalized Linear Regression Model Variable Coefficients and 95% CIs 
	[bookmark: IDX]Risk Variable
	07/2016-06/2019
$ (95% CI)

	Age (>=85)
	Reference

	Age (65 - 74)
	-471 (-527, -415)

	Age (75 - 84)
	-268 (-318, -218)

	Severe infection (CC 1, 3-6)
	2,655 (2,502, 2,808)

	Septicemia, sepsis, systemic inflammatory response syndrome/shock (CC 2)
	211 (139, 282)

	Other infectious diseases (CC 7)
	420 (374, 466)

	Metastatic cancer and acute leukemia (CC 8)
	1,457 (1,342, 1,571)

	Lung and other severe cancers (CC 9)
	595 (503, 686)

	Lymphatic, head and neck, brain, and other major cancers (CC 10-11)
	359 (281, 436)

	Benign neoplasms of skin, breast, eye (CC 16)
	-561 (-619, -503)

	Diabetes mellitus (DM) or DM complications (CC 17-19, 122-123)
	668 (625, 712)

	Protein-calorie malnutrition (CC 21)
	2,994 (2,927, 3,061)

	Other significant endocrine and metabolic disorders (CC 23)
	909 (824, 994)

	Liver disease (CC 27-30)
	520 (389, 652)

	Gallbladder and biliary tract disorders (CC 32)
	1,053 (925, 1,181)

	Appendicitis (CC 37)
	1,803 (1,235, 2,372)

	Bone/joint/muscle infections/necrosis (CC 39)
	2,235 (2,063, 2,407)

	Osteoporosis and other bone/cartilage disorders (CC 43)
	-472 (-522, -422)

	Severe hematological disorders (CC 46)
	850 (680, 1,020)

	Disorders of immunity (CC 47)
	1,094 (995, 1,194)

	Iron deficiency or other/unspecified anemias and blood disease (CC 49)
	1,535 (1,491, 1,578)

	Delirium and encephalopathy (CC 50)
	360 (283, 437)

	Dementia or other specified brain disorders (CC 51-53)
	1,028 (978, 1,079)

	Drug/alcohol psychosis or dependence (CC 54-55)
	1,153 (1,036, 1,270)

	Major psychiatric disorders (CC 57-59)
	916  (847, 985)

	Hemiplegia, paraplegia, paralysis, functional disability (CC 70-74, 103-104, 189-190)
	1,786 (1,703, 1,869)

	Neuropathy; muscular dystrophy (CC 75-76)
	1,656 (1,465, 1,847)

	Multiple sclerosis and Parkinson's (CC 77-78)
	1,366 (1,267, 1,466)

	Seizure disorders and convulsions (CC 79)
	900 (806, 993)

	Coma, brain compression/anoxic damage (CC 80)
	1,201 (987, 1,414)

	Polyneuropathy, mononeuropathy, and other neurological conditions/injuries (CC 81)
	103 (52, 154)

	Respiratory arrest/cardiorespiratory failure/respirator dependence (CC 82-84 plus ICD-10-CM codes R09.01 and R09.02, for discharges on or after October 1, 2015; CC 82-84 plus ICD-9-CM diagnosis codes 799.01 and 799.02, for discharges prior to October 1, 2015)
	843 (783, 902)

	Congestive heart failure (CC 85)
	567 (516, 618)

	Coronary atherosclerosis or angina (CC 88-89)
	111 (67, 154)

	Heart infection/inflammation, except rheumatic (CC 90)
	1,983 (1,828, 2,138)

	Valvular and rheumatic heart disease (CC 91)
	598 (547, 650)

	Hypertensive heart disease (CC 94)
	-182 (-284, -79)

	Stroke (CC 99-100)
	84 (-4, 172)

	Late effects of cerebrovascular disease, except paralysis (CC 105)
	732 (629, 834)

	Chronic obstructive pulmonary disease (COPD) (CC 111)
	693 (649, 738)

	Asthma (CC 113)
	-832 (-889, -774)

	Pneumococcal pneumonia, empyema, lung abscess (CC 115)
	-385 (-469, -301)

	Viral and unspecified pneumonia, pleurisy (CC 116)
	-526 (-578, -474)

	Pleural effusion/pneumothorax (CC 117)
	630 (562, 699)

	Other respiratory disorders (CC 118)
	-34 (-77, 9)

	Other eye disorders (CC 128)
	-272 (-320, -224)

	Significant ear, nose, and throat disorders (CC 129)
	889 (740, 1,039)

	Other ear, nose, throat, and mouth disorders (CC 131)
	-622 (-664, -580)

	Dialysis status (CC 134)
	2,258 (2,100, 2,415)

	Urinary incontinence (CC 143)
	362 (294, 429)

	Other female genital disorders (CC 148)
	-460 (-568, -352)

	Decubitus ulcer or chronic skin ulcer (CC 157-161)
	1,247 (1,171, 1,323)

	Vertebral fractures without spinal cord injury (CC 169)
	973 (867, 1,079)

	Major fracture, except of skull, vertebrae, or hip (CC 171)
	504 (357, 650)

	Internal injuries (CC 172)
	1,828 (1,564, 2,093)

	Traumatic amputations, other injuries (CC 173-174)
	620 (575, 665)

	Poisonings and allergic and inflammatory reactions (CC 175)
	-127 (-200, -53)

	Major symptoms, abnormalities (CC 178)
	615 (559, 671)

	Minor symptoms, signs, findings (modified) (CC 179)
	509 (438, 580)



2b3.4b. Describe the analyses and interpretation resulting in the decision to select social risk factors (e.g. prevalence of the factor across measured entities, empirical association with the outcome, contribution of unique variation in the outcome, assessment of between-unit effects and within-unit effects.)  Also describe the impact of adjusting for social risk (or not) on providers at high or low extremes of risk.

To understand the impact of adjusting for social risk factors we examined the following:  the prevalence of the social risk factor in the patient cohort, the observed outcome for patients with and without social risk factors, and the incremental effects of adding social risk variables. These analyses and their results are described below.
Please note that for these analyses we encountered an issue with missing data in the ACS data. As described above in section 1.8, we created the ZIP-code-specific low-SES datafile based on the latest ACS data and obtained patients’ low-SES based on their ZIP codes of residence in the CMS claims data. Patients’ low-SES could be missing for two reasons: (1) patients’ ZIP codes were missing from the claims data; or, (2) patients’ ZIP codes were not present in the latest ACS data. Given that there was no ACS data available for the areas in U.S. territories, we found that the missing rates of patients’ low-SES at hospitals in U.S. territories were extremely high (about 90% or above). Moreover, all patients with low-SES seen at hospitals in U.S. territories were residents of U.S. states and could not be representative of the population of those hospitals. Therefore, we do not report the results for hospitals in U.S. territories for some the analyses with hospital-level results (i.e., variation in prevalence of low-SES, the change in EDAC after adding patients’ low-SES for risk adjustment).
Prevalence of social risk factors in the cohort
The prevalence of social risk factors in the PN cohort varies across measured entities (Table 5). The median percentage of dual-eligible patients was 21.1% (interquartile range of 14.0%-30.3%) and the median percentage of patients with low AHRQ SES (an AHRQ SES index score adjusted for cost of living at the census block group level equal to or below 46 [lowest quartile]) was 17.4% (interquartile range of 6.10%-34.0%).
 
Table 5. Variation in prevalence of each social risk factor across measured entities
	Social Risk Factors
	Median hospital prevalence (IQR)

	Dual Eligible
	21.1% (14.0%-30.3%)

	Low AHRQ SES
	17.4% (6.30-34.0%)



Observed outcome rates in patients with and without social risk factors
Mean observed patient-level PN payments are higher for patients with social risk factors, compared with patients without social risk factors (Table 6). Mean observed payments are $2,372 higher for dual-eligible patients compared with non-dual enrolled patients ($25,167 vs. $17,795) and mean observed payments were $605 higher for patients with low AHRQ SES compared with patients without low AHRQ SES.
Table 6. Observed payments for patients with and without social risk factors 
	Social Risk Factors
	Mean observed payments with (and without) the social risk factor

	Dual Eligible
	$20,167 (vs. $17,795)

	Low AHRQ SES
	$18,840 (vs. $18,235)





Incremental effects of social risk factor variables in a multivariable model 
We then examined the strength and significance of the two social risk factor variables, patients’ low SES and dual-eligibility, in the context of a multivariable model. Table 7 shows the payment dollars for each social risk factor when the two social risk factors were added one at a time, and both together, with the clinical risk factors included in the original risk-adjustment model. When the low AHRQ SES variable was added to the model with the clinical risk variables, the payments were -$23.50 (not significant); payments for the dual eligibility variable were $686.80. When both variables were added to the model, the payment for the low AHRQ SES variable was -$102.00 and payment for the dual eligibility variable was $700.40. 
Table 7. Strength of and significance social risk factor variables 
	Model
	Variable
	Payment
	
p-value

	Base model plus Low AHRQ SES variable 
	Low AHRQ SES
	-$23.50
	0.4199

	Base model plus Dual Eligibility variable
	Dual Eligibility
	$686.80
	<.0001

	Base Model plus Low AHRQ SES and Dual Eligibility variables
	Low AHRQ SES
	-$102.00
	0.0005

	Base Model plus Low AHRQ SES and Dual Eligibility variables
	Dual Eligibility
	$700.40
	<.0001


We also evaluated the impact on model performance (Table 8) and find that the R squared values for each version of the model (with each social risk factor separately, and then together) were similar.
Table 8. Model performance with and without social risk factors
	Model
	Quasi-R-square

	Base Model
	0.076

	Base Model plus Low AHRQ SES
	0.076

	Base Model plus Dual Eligibility
	0.077

	Base Model plus both Low AHRQ SES and Dual Eligibility
	0.077



Impact on measure scores
We then examined the impact of adding each social risk factor separately on measure scores. As shown in Table 9, we found that when adding the low AHRQ SES variable to the model, the median change in measure scores (risk-standardized payments or RSPs) was very small: -$6.70 (interquartile range [IQR] -$89.10 – $78.70). When the dual eligibility variable was added to the model the median change in hospitals’ RSPs was more than the low AHRQ SES Index variable, but also small: $16.90 (interquartile range [IQR] -$32.40 – $57.00).

[bookmark: _Hlk60632961]To further characterize the impact on measure scores, we examined the correlation between measure scores (risk-standardized payments or RSPs) calculated with the baseline model and with either social risk factor included in the model.  The results show that measures scores were highly correlated (Table 9): the correlation coefficient between RSPs for each hospital with and without the low AHRQ SES variable is 0.982; the correlation coefficient between RSPs for each hospital with and without the dual eligibility variable is 0.999.

[bookmark: _Hlk58529757]These results demonstrate that overall, risk adjustment for either social risk variable has a small impact on measure scores.

[bookmark: _Hlk58535222]Table 9. Distributions of changes in measure scores and correlations between the measures scores based on models with and without adjustment for each social risk factor
	Metric
	Change in measure scores ($)
	Change in measure scores ($)
	Measure Score Correlation

	Social Risk Factor
	Median
	IQR
	Pearson Correlation Coefficient

	Low AHRQ SES
	-$6.70
	-$89.10 – $78.70
	0.992

	Dual Eligibility
	$16.90
	-$32.40 – $57.00
	0.999




Social Risk Factor Summary
[bookmark: _Hlk60634277]The analyses presented above show that dual eligibility (but not low AHRQ SES) is significantly associated with higher payments, even after adjusting for other risk factors in a multivariable model. However, adding the social risk variables results in little impact on model performance, little change in measure scores, and measure scores estimated for hospitals with and without dual eligibility are highly correlated (0.999). 
Nevertheless, the results showing higher payments associated with dual eligibility in a multivariable model suggests the need to consider whether to add dual eligibility as a risk adjuster to the measure’s risk model to ensure fairness to hospitals care for such patients. However, as presented in the conceptual model (section 2b3.3a), the relationship may reflect that patients with social risk factors are receiving differential care within hospitals, that hospitals are missing opportunities to mitigate social risk factors they can address, that patients with these social risk factors disproportionately get care at lower-quality hospitals, or that patient factors that are difficult for hospitals to address are driving differences in the outcome. The extent to which each of these or other factors are contributing to the measured relationship is unclear.
CMS’ decision regarding whether or not to adjust for social risk factors is based both on the empiric results (impact on model and measure scores), the conceptual model and the use of the measure (in a payment program or for public reporting).  The PN Payment measure is not in a payment program; the measure is used only in public reporting. In addition, the Department of Health and Human Services, Office of the Assistant Secretary of Planning and Evaluation’s (ASPE’s) recommends that resource use measures that are used for public reporting should not be adjusted for social risk (ASPE 2020). 
In making the decision about whether or not to risk adjust for social risk, CMS also considers the potential unintended consequence of adjusting, and the fairness to patients and hospitals that care for patients with social risk factors of the unadjusted measure score. If the relationship is driven by poorer quality, adjusting will mask the disparity in care. In contrast, an unadjusted measure will illuminate payment differences and create an incentive to mitigate them (although they need to be interpreted in context and with additional information, such as clinical quality). Not adjusting, however may disadvantage providers who care for patients with social risk, and unintentionally create an incentive for hospitals to care for fewer patients with social risk factors, potentially reducing access care. CMS considers these risks limited, given the correlations between the measure scores calculated with and without social risk factors in the model.
In consideration of the benefits of a measure that can illuminate the potential disparities for beneficiaries with the two social risk factors and that there is little evidence of unintended consequences, CMS decided not to adjust this measure for either dual eligibility, or the AHRQ SES Index. In addition, the paired PN mortality measure, which can be used in conjunction with the PN payment measure to elucidate value, is also not adjusted for social risk. Please note that the PN Payment measure was part of NQF’s 2015 SDS Trial Period and was last re-endorsed in 2016 without adjustment for social risk factors.
Ongoing research aims to identify valid patient-level social risk factors and highlight disparities related to social risk. As additional variables become available, they will be considered for testing and inclusion within the measure. There are also alternative ways to account for social risk as part of measure program implementation.  For the readmission measures (but not this measure) CMS confidentially reports disparities to hospitals so that they have more detailed, actionable information about their patient population’s social risk.  
[bookmark: _Hlk60636977]References:
Department of Health and Human Services, Office of the Assistant Secretary of Planning and Evaluation (ASPE). Second Report to Congress: Social Risk Factors and Performance in Medicare’s Value-based Purchasing Programs. 2020; https://aspe.hhs.gov/pdf-report/second-impact-report-to-congress. Accessed January 4, 2021.

2b3.5. Describe the method of testing/analysis used to develop and validate the adequacy of the statistical model or stratification approach (describe the steps―do not just name a method; what statistical analysis was used)

Risk-Adjustment Model Development and Validation in Medicare FFS:
As is typical with data for healthcare payments, our dependent variable – total payment for a pneumonia 30-day episode of care – is both right-skewed and leptokurtotic (skewness= 2.9; kurtosis = 18.5). This is illustrated in with non-normally distributed data, we employed the algorithm suggested by Manning & Mullahy.11 Using this algorithm and Sample A, we compared several alternative models in order to determine the best estimation approach. Based on these assessments, we chose to estimate a generalized linear model with a log link and a Poisson distribution. 
Approach to Assessing Model Performance: During model development, we computed four summary statistics for assessing model performance using the development (A1; random 50% sample of 2008) and validation (A2; remaining 50% of 2008) cohorts:
(1) R-squared
(2) Over-fitting indices (Calibration γ0, γ1) 
(3) Distribution of Standardized Pearson Residuals
(4) Predictive ratios

Approach to Annual Model Validation
CORE’s measures undergo an annual measure reevaluation process, which ensures that the risk-standardized payment models are continually assessed and remain valid, given possible changes in clinical practice and coding standards over time. Modifications made to measure cohorts, risk models, and outcomes are informed by review of the most recent literature related to measure conditions or outcomes, feedback from various stakeholders, and empirical analyses, including assessment of coding trends that reveal shifts in clinical practice or billing patterns. Input is solicited from a workgroup composed of up to 20 clinical and measure experts, inclusive of internal and external consultants and subcontractors. Below we describe, for 2020 public reporting, the modifications to the payment measure:
· Updated the ICD-10 code-based specifications used in the measures. Specifically:
· Incorporated the code changes that occurred in the FY 2019 version of the ICD-10-CM/PCS (effective with October 1, 2018+ discharges) into the cohort definitions and the risk models; and,
· Applied a modified version of the FY 2019 V22 CMS-Hierarchical Condition Category (HCC) crosswalk that is maintained by RTI International to the risk models.
· As part of annual reevaluation, we also undertook the following activities:
· Monitored code frequencies to identify any warranted specification changes due to possible changes in coding practices and patterns;
· Reviewed potentially clinically relevant codes that “neighbor” existing codes used in the measures to identify any warranted specification changes;
· Reviewed select pre-existing ICD-10 code-based specifications with our workgroup to confirm the appropriateness of specifications unaffected by the updates;
· Updated the measures’ SAS analytic packages (SAS packs) and documentation;
· Evaluated and validated model performance for the three years combined; and,
· Evaluated the stability of the risk-adjustment model over the three-year measurement period by examining the model variable frequencies, model coefficients, and the performance of the risk-adjustment model in each year.

References:
Manning WG, Mullahy J. Estimating log models: to transform or not to transform? Journal of health economics. Jul 2001;20(4):461-494.

Provide the statistical results from testing the approach to controlling for differences in patient characteristics (case mix) below.
If stratified, skip to 2b3.9

2b3.6. Statistical Risk Model Discrimination Statistics (e.g., c-statistic, R-squared):  

R2 results
Sample A1 – 0.070
Sample A2 – 0.070
Sample A3 – 0.067

The updated R2 results calculated with the EM testing dataset were: 0.076

2b3.7. Statistical Risk Model Calibration Statistics (e.g., Hosmer-Lemeshow statistic):  

Overfitting indices
Sample A1 – 0,1
Sample A2 – 0.07,0.99
Sample A3 – 0.23, 0.97

Standardized Pearson Residuals lack of fit:
<-2 = A1 0.00%; A2 0.00%; A3 0.00%
[-2, 0) = A1 64.52%; A2 64.49%; A3 64.65%
[0, 2) = A1 30.25%; A2 30.25%; A3 30.19%
[2+ = A1 5.23%; A2 5.26%; A3 5.17%

2b3.8. Statistical Risk Model Calibration – Risk decile plots or calibration curves:

First Decile: 	A1 1.14; A2 1.13; A3 1.13
Second Decile: 	A1 1.05; A2 1.06; A3 1.05
Third Decile: 	A1 1.01; A2 1.01; A3 1.01
Fourth Decile:	A1 0.99; A2 0.98; A3 0.98
Fifth Decile:	A1 0.97; A2 0.97; A3 0.96
Sixth Decile:	A1 0.95; A2 0.95; A3 0.95
Seventh Decile: 	A1 0.95; A2 0.95; A3 0.95
Eighth Decile:	A1 0.96; A2 0.97; A3 0.95
Ninth Decile:	A1 0.98; A2 0.98; A3 0.99
Tenth Decile:	A1 1.06; A2 1.05; A3 1.06
Top 1%:		A1 1.16; A2 1.16; A3 1.17

Table 10. Distribution of predictive ratios by decile and in the top and bottom 1% (EM Testing Dataset)

	Decile
	Predictive Ratio

	Decile1
	0.96

	Decile2
	0.96

	Decile3
	0.97

	Decile4
	0.97

	Decile5
	0.98

	Decile6
	0.99

	Decile7
	1.00

	Decile8
	1.01

	Decile9
	1.03

	Decile10
	1.08

	Bottom 1%
	0.97

	Top 1%
	1.00




[bookmark: question2b49]2b3.9. Results of Risk Stratification Analysis:  
N/A  This measure is not stratified.
2b3.10. What is your interpretation of the results in terms of demonstrating adequacy of controlling for differences in patient characteristics (case mix)? (i.e., what do the results mean and what are the norms for the test conducted)

R2
For a traditional linear model (i.e. ordinary least squares regression) R2 is interpreted as the
amount of variation in the observed outcome that is explained by the predictor variables
(patient-level risk factors). Generalized linear models (GLMs), however, do not output an R2
that is akin to the R2 of a traditional linear model. In order to provide the NQF Committee with
a statistic that is conceptually similar, we produced a “quasi- R2” by regressing the total payment outcome on the predicted outcome (Jones et al, 2010).  Specifically, we regressed the total payment on the payment predicted by the patient-level risk factors. This regression produced a quasi- R2 of 0.050, suggesting that approximately five percent of the variation in payment can be explained by patient-level risk factors. For this endorsement maintenance submission, the quasi-R2 slightly increased up to 0.076, suggesting that about eight percent of the variation in payment can be explained by patient-level risk factors. This quasi-R2 is in-line with R2s from other patient-level risk adjustment models for health care payment (Pope et al., 2011).

References:
Jones AM. Models for Health Care. Health, Econometrics and Data Group (HEDG) Working
Papers. 2010.
Pope, G. C., Kautter, J., Ingber, M. J., Freeman, S., Sekar, R., & Newhart, C. RTI International,
(2011). Evaluation of the CMS-HCC risk adjustment model (Final Report). pp.6.


Over-fitting (Calibration γ0, γ1)
Over-fitting can result in the phenomenon in which a model describes the relationship between
predictor variables and the outcome well in the development sample, but fails to provide valid
predictions in new patients. If the γ0 in the validation samples are substantially far from zero
and the γ1 is substantially far from one, there is potential evidence of over-fitting.

Standardized Pearson Residuals
Standardized Pearson residuals also assess model fit. If a substantial number of standardized
Pearson residuals exceed 2 in absolute value, lack of fit may be indicated.

Predictive Ratios
A predictive ratio is an estimator’s ratio of predicted outcome to observed outcome (Ash et al., 1998). A
predictive ratio close to 1.0 indicates an accurate prediction. A ratio substantially greater than
1.0 indicates overprediction, and a ratio substantially less than 1.0 indicates underprediction.

Overall Interpretation
Interpreted together, our diagnostic results demonstrate the risk-adjustment model adequately
controls for differences in patient characteristics (case mix). The prior results together with updated evidence provided for endorsement maintenance (quasi-R2 and predictive ratios) supports that the models are valid for use with current data.

References:
Ash AS, Byrne-Logan S. How Well Do Models Work? Predicting Health Care Costs.
Proceedings of the Section on Statistics in Epidemiology. American Statistical Association. 1998.

2b3.11. Optional Additional Testing for Risk Adjustment (not required, but would provide additional support of adequacy of risk model, e.g., testing of risk model in another data set; sensitivity analysis for missing data; other methods that were assessed)
N/A
______________________
[bookmark: section2b5]2b4. IDENTIFICATION OF STATISTICALLY SIGNIFICANT & MEANINGFUL DIFFERENCES IN PERFORMANCE
2b4.1. Describe the method for determining if statistically significant and clinically/practically meaningful differences in performance measure scores among the measured entities can be identified (describe the steps―do not just name a method; what statistical analysis was used? Do not just repeat the information provided related to performance gap in 1b) 
 
The hospital-level episode-of-care RSP for each measure is estimated using a hierarchical generalized linear model (HGLM). In brief, the approach simultaneously models data at the patient and hospital levels to account for the variance in patient outcomes within and between hospitals. At the patient level, the measures use a generalized linear model to model the total episode-of-care payment using age, selected clinical covariates, and a hospital-specific effect. For the PN Payment measure, the RSPs are estimated using an identity link and Gamma distribution
At the hospital level, the approach models the hospital-specific effects as arising from a normal distribution. The hospital effect represents the underlying episode-of-care payment at the hospital, after accounting for patient risk. The hospital-specific effects are given a distribution to account for the clustering (non-independence) of patients within the same hospital. If there were no differences among hospitals, then after adjusting for patient risk, the hospital effects should be identical across all hospitals.
The RSP is calculated as the ratio of the “predicted” payment to the “expected” payment at a given hospital, multiplied by the national mean payment. For each hospital, the numerator of the ratio is the payment predicted based on the specific hospital and its observed case mix; the denominator is the payment expected based on the nation and the specific hospital’s case mix. This approach is analogous to a ratio of “observed” to “expected” used in other types of statistical analyses. It conceptually allows a particular hospital’s payment, given its case mix, to be compared to an average hospital’s payment for the same case mix. Thus, a ratio lower than one indicates a lower-than-expected episode-of-care payment, while a ratio higher than one indicates a higher-than-expected episode-of-care payment.
The “predicted” episode-of-care payment (the numerator) is calculated using the coefficients estimated by regressing the risk factors (found in the data dictionary) and the hospital-specific effect on the payment outcome. The estimated hospital-specific effect is added to the sum of the estimated regression coefficients multiplied by the patient characteristics. The results are summed over all patients attributed to a hospital to calculate a predicted value. The “expected” episode-of-care payment (the denominator) is obtained in the same manner, except that a common effect using all hospitals in our sample is added in place of the hospital-specific effect. The results are summed over all patients attributed to a hospital to calculate an expected value. To assess hospital payments for each reporting period, we re-estimate the model coefficients using the years of data in that period.
Multiplying the predicted over expected ratio by the national mean payment transforms the ratio into a payment amount that can be compared to the national mean payment. The HGLMs are described fully in Appendix A of the 2020 Measure Updates and Specification report, and in the original methodology report.
We characterize the degree of variation in the measure score by:
1. Reporting the distribution of the measure score and describing the variation, and
2. Presenting performance categories.
To categorize hospital payments, CMS estimates each hospital’s RSP and the corresponding 95% interval estimate. CMS assigns hospitals to a payment category by comparing each hospital’s RSP interval estimate to the national mean payment. Comparative payments for hospitals with 25 or more eligible cases are classified as follows:
· “Less than the National Average Payment” if the entire 95% interval estimate surrounding the hospital’s RSP is lower than the national mean payment.
· “No Different than the National Average Payment” if the 95% interval estimate surrounding the hospital’s RSP includes the national mean payment.
· “Greater than the National Average Payment” if the entire 95% interval estimate surrounding the hospital’s RSP is higher than the national mean payment.
· If a hospital has fewer than 25 eligible cases for a measure, CMS assigns the hospital to a separate category: “Number of Cases Too Small.” This category is used when the number of cases is too small (fewer than 25) to reliably estimate the hospital’s RSP. If a hospital has fewer than 25 eligible cases, the hospital’s RSP and interval estimate will not be publicly reported for the measure.


2b4.2. What were the statistical results from testing the ability to identify statistically significant and/or clinically/practically meaningful differences in performance measure scores across measured entities? (e.g., number and percentage of entities with scores that were statistically significantly different from mean or some benchmark, different from expected; how was meaningful difference defined)

[bookmark: _Hlk58533463]The distribution of measure scores across hospitals shows that there are meaningful differences.  The range of risk-standardized payments across the 4,564 hospitals with a measure score is $10,529-$29,861. Hospitals in the 10th percentile have risk-standardized payments that are about 13% lower than the median; hospitals in the 90th percentile have payments that are about 14% higher than the median.

Figure 2. Distribution of PN Risk-Standardized Payment Measure Scores
[image: Figure 2. Distribution of PN Risk-Standardized Payment Measure Scores

This figure is a histogram showing the distribution of pneumonia RSP measure scores across all hospitals (n=4,564). The range of risk-standardized payments across the 4,564 hospitals with a measure score is $10,529-$29,861. Hospitals in the 10th percentile have risk-standardized payments that are about 13% lower than the median; hospitals in the 90th percentile have payments that are about 14% higher than the median. The mean is $18,283, and standard deviation is $2,097).]

[bookmark: _Hlk58533225]Table 11. Distribution of PN Risk-Standardized Payment Measure Scores
	Characteristic
	07/2016-06/2019

	Number of hospitals
	4,564

	Mean (SD)
	$18,283 ($2,097) 

	Range (min. – max.)
	$10,529-$29,861

	10th percentile
	$15,826

	25th percentile
	$17,015

	50th percentile
	$18,200

	75th percentile
	$19,453

	90th percentile
	$20,715



Performance Categories 
Of 4,564 hospitals in the study cohort, 852 had a payment “Less than the National Average Payment,” 2,406 had a payment “No Different than the National Average Payment,” and 779 had a payment “Greater than the National Average Payment.” 527 were classified as “Number of Cases Too Small” (fewer than 25) to reliably estimate the hospital’s RSP.


2b4.3. What is your interpretation of the results in terms of demonstrating the ability to identify statistically significant and/or clinically/practically meaningful differences in performance across measured entities? (i.e., what do the results mean in terms of statistical and meaningful differences?)

The variation in rates and the proportion of outliers suggests that there are meaningful differences across hospitals in risk-standardized payments associated with a 30-day episode of care for patients with PN.

2b5. COMPARABILITY OF PERFORMANCE SCORES WHEN MORE THAN ONE SET OF SPECIFICATIONS 
If only one set of specifications, this section can be skipped.

Note: This item is directed to measures that are risk-adjusted (with or without social risk factors) OR to measures with more than one set of specifications/instructions (e.g., one set of specifications for how to identify and compute the measure from medical record abstraction and a different set of specifications for claims or eMeasures). It does not apply to measures that use more than one source of data in one set of specifications/instructions (e.g., claims data to identify the denominator and medical record abstraction for the numerator). Comparability is not required when comparing performance scores with and without social risk factors in the risk adjustment model.  However, if comparability is not demonstrated for measures with more than one set of specifications/instructions, the different specifications (e.g., for medical records vs. claims) should be submitted as separate measures.

2b5.1. Describe the method of testing conducted to compare performance scores for the same entities across the different data sources/specifications (describe the steps―do not just name a method; what statistical analysis was used) 
N/A

2b5.2. What were the statistical results from testing comparability of performance scores for the same entities when using different data sources/specifications? (e.g., correlation, rank order)
N/A
2b5.3. What is your interpretation of the results in terms of the differences in performance measure scores for the same entities across the different data sources/specifications? (i.e., what do the results mean and what are the norms for the test conducted)
N/A
_______________________________________
2b6. MISSING DATA ANALYSIS AND MINIMIZING BIAS 

2b6.1. Describe the method of testing conducted to identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias (describe the steps―do not just name a method; what statistical analysis was used)
The PN payment measure used claims-based data for development and testing. There was no missing data in the development and testing data.


2b6.2. What is the overall frequency of missing data, the distribution of missing data across providers, and the results from testing related to missing data? (e.g., results of sensitivity analysis of the effect of various rules for missing data/nonresponse; if no empirical sensitivity analysis, identify the approaches for handling missing data that were considered and pros and cons of each)

N/A

2b6.3. What is your interpretation of the results in terms of demonstrating that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias? (i.e., what do the results mean in terms of supporting the selected approach for missing data and what are the norms for the test conducted; if no empirical analysis, provide rationale for the selected approach for missing data)

N/A
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