
NATIONAL QUALITY FORUM—Composite Measure Testing (subcriteria 2a2, 2b2-2b7, 2c)

Measure Number (if previously endorsed): 27407
Composite Measure Title:  Proportion of Patients with Heart Failure (HF) that have a Potentially Avoidable Complication (during the episode time window)
Date of Submission:  1/31/2017
Composite Construction:
☐Two or more individual performance measure scores combined into one score
☒ All-or-none measures (e.g., all essential care processes received or outcomes experienced by each patient)

	Instructions:  Please contact NQF staff before you begin.
· If a component measure is submitted as an individual performance measure, the non-composite measure testing form must also be completed and attached to the individual measure submission.
· Measures must be tested for all the data sources and levels of analyses that are specified. If there is more than one set of data specifications or more than one level of analysis, contact NQF staff about how to present all the testing information in one form.
· Sections 1, 2a2, 2b2, 2b3, 2b5, 2b7, and 2c must be completed.
· For composites with outcome and resource use measures, section 2b4 also must be completed.
· If specified for multiple data sources/sets of specificaitons (e.g., claims and EHRs), section 2b6 also must be completed.
· Respond to all questions as instructed with answers immediately following the question. All information on testing to demonstrate meeting the subcriteria for reliability (2a2) and validity (2b2-2b7) and composites (2c) must be in this form. An appendix for supplemental materials may be submitted, but there is no guarantee it will be reviewed.
· If you are unable to check a box, please highlight or shade the box for your response.
· Maximum of 25 pages (incuding questions/instructions; minimum font size 11 pt; do not change margins). Contact NQF staff if more pages are needed.
· Contact NQF staff regarding questions. Check for resources at Submitting Standards webpage.
· For information on the most updated guidance on how to address sociodemographic variables and testing in this form refer to the release notes for version 7.0 of the Measure Testing Attachment and the 2016 Measure Evaluation Criteria and Guidance. 



	Note: The information provided in this form is intended to aid the Standing Committee and other stakeholders in understanding to what degree the testing results for this measure meet NQF’s evaluation criteria for testing.

2a2. Reliability testing 10 demonstrates the measure data elements are repeatable, producing the same results a high proportion of the time when assessed in the same population in the same time period and/or that the measure score is precise. For PRO-PMs and composite performance measures, reliability should be demonstrated for the computed performance score.

2b2. Validity testing 11 demonstrates that the measure data elements are correct and/or the measure score correctly reflects the quality of care provided, adequately identifying differences in quality.  For PRO-PMs and composite performance measures, validity should be demonstrated for the computed performance score.
[bookmark: _Toc256067249]
2b3. Exclusions are supported by the clinical evidence; otherwise, they are supported by evidence of sufficient frequency of occurrence so that results are distorted without the exclusion; 12
AND 
If patient preference (e.g., informed decisionmaking) is a basis for exclusion, there must be evidence that the exclusion impacts performance on the measure; in such cases, the measure must be specified so that the information about patient preference and the effect on the measure is transparent (e.g., numerator category computed separately, denominator exclusion category computed separately). 13

[bookmark: _Toc256067250]2b4. For outcome measures and other measures when indicated (e.g., resource use): 
· an evidence-based risk-adjustment strategy (e.g., risk models, risk stratification) is specified; is based on patient factors (including clinical and sociodemographic factors) that influence the measured outcome and are present at start of care; 14,15 and has demonstrated adequate discrimination and calibration
OR
· rationale/data support no risk adjustment/ stratification. 

2b5. Data analysis of computed measure scores demonstrates that methods for scoring and analysis of the specified measure allow for identification of statistically significant and practically/clinically meaningful 16 differences in performance;
OR
there is evidence of overall less-than-optimal performance. 

2b6. If multiple data sources/methods are specified, there is demonstration they produce comparable results.

2b7. For eMeasures, composites, and PRO-PMs (or other measures susceptible to missing data), analyses identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias.

2c. For composite performance measures, empirical analyses support the composite construction approach and demonstrate that:
2c1. the component measures fit the quality construct and add value to the overall composite while achieving the related objective of parsimony to the extent possible; and
2c2.the aggregation and weighting rules are consistent with the quality construct and rationale while achieving the related objective of simplicity to the extent possible.
(if not conducted or results not adequate, justification must be submitted and accepted)


Notes
[bookmark: Note8][bookmark: Note9][bookmark: Note10]10. Reliability testing applies to both the data elements and computed measure score. Examples of reliability testing for data elements include, but are not limited to: inter-rater/abstractor or intra-rater/abstractor studies; internal consistency for multi-item scales; test-retest for survey items. Reliability testing of the measure score addresses precision of measurement (e.g., signal-to-noise).
[bookmark: Note11]11. Validity testing applies to both the data elements and computed measure score. Validity testing of data elements typically analyzes agreement with another authoritative source of the same information. Examples of validity testing of the measure score include, but are not limited to: testing hypotheses that the measures scores indicate quality of care, e.g., measure scores are different for groups known to have differences in quality assessed by another valid quality measure or method; correlation of measure scores with another valid indicator of quality for the specific topic; or relationship to conceptually related measures (e.g., scores on process measures to scores on outcome measures).  Face validity of the measure score as a quality indicator may be adequate if accomplished through a systematic and transparent process, by identified experts, and explicitly addresses whether performance scores resulting from the measure as specified can be used to distinguish good from poor quality.
[bookmark: Note12]12. Examples of evidence that an exclusion distorts measure results include, but are not limited to: frequency of occurrence, variability of exclusions across providers, and sensitivity analyses with and without the exclusion.  
[bookmark: Note13]13. Patient preference is not a clinical exception to eligibility and can be influenced by provider interventions.
[bookmark: Note14][bookmark: Note15]14. Risk factors that influence outcomes should not be specified as exclusions.
[bookmark: Note16]15. With large enough sample sizes, small differences that are statistically significant may or may not be practically or clinically meaningful. The substantive question may be, for example, whether a statistically significant difference of one percentage point in the percentage of patients who received  smoking cessation counseling (e.g., 74 percent v. 75 percent) is clinically meaningful; or whether a statistically significant difference of $25 in cost for an episode of care (e.g., $5,000 v. $5,025) is practically meaningful. Measures with overall less-than-optimal performance may not demonstrate much variability across providers.




1. DATA/SAMPLE USED FOR ALL TESTING OF THIS MEASURE
Often the same data are used for all aspects of measure testing. In an effort to eliminate duplication, the first five questions apply to all measure testing. If there are differences by aspect of testing,(e.g., reliability vs. validity) be sure to indicate the specific differences in question 1.7. 

1.1. What type of data was used for testing? (Check all the sources of data identified in the measure specifications and data used for testing the measure. Testing must be provided for all the sources of data specified and intended for measure implementation. If different data sources are used for different components in the composite, indicate the component after the checkbox. If different data sources are used for the numerator and denominator, indicate N [numerator] or D [denominator] after the checkbox.)
	Measure Specified to Use Data From:
(must be consistent with data sources entered in S.23)
	Measure Tested with Data From:

	☐ abstracted from paper record
	☐ abstracted from paper record

	☒ administrative claims
	☒ administrative claims

	☐ clinical database/registry
	☐ clinical database/registry

	☐ abstracted from electronic health record
	☐ abstracted from electronic health record

	☐ eMeasure (HQMF) implemented in EHRs
	☐ eMeasure (HQMF) implemented in EHRs

	☐ other:  Click here to describe
	☐ other:  Click here to describe


     
1.2. If an existing dataset was used, identify the specific dataset (the dataset used for testing must be consistent with the measure specifications for target population and healthcare entities being measured; e.g., Medicare Part A claims, Medicaid claims, other commercial insurance, nursing home MDS, home health OASIS, clinical registry).   

The information is based on a two-year administrative claims database from a large regional commercial insurer.  The database contains medical and pharmacy claims on over 3.2 million covered lives and more than $25.9 billion in “allowed amounts” for costs.

1.3. What are the dates of the data used in testing?  April 1, 2012 – December 17, 2014

1.4. What levels of analysis were tested? (testing must be provided for all the levels specified and intended for measure implementation, e.g., individual clinician, hospital, health plan)
	Measure Specified to Measure Performance of:
(must be consistent with levels entered in item S.26)
	Measure Tested at Level of:

	☐ individual clinician
	☐ individual clinician

	☒ group/practice
	☒ group/practice

	☐ hospital/facility/agency
	☐ hospital/facility/agency

	☐ health plan
	☐ health plan

	☐ other:  Click here to describe
	☐ other:  Click here to describe



1.5. How many and which measured entities were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of measured entities included in the analysis (e.g., size, location, type); if a sample was used, describe how entities were selected for inclusion in the sample) 

There were a total of 2,110 provider groups in the data set.  Because groups with small volumes may provide unreliable estimates, we excluded any with fewer than 10 attributed episodes prior to the reliability calculations.  After this exclusion, 81 provider groups remained.

1.6. How many and which patients were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of patients included in the analysis (e.g., age, sex, race, diagnosis); if a sample was used, describe how patients were selected for inclusion in the sample) 

After exclusions (see 2b.3.1 below), there were a total of 6,025 episodes of HF were included in the testing and analysis.  Patients in these episodes were, on average, 53.4 years of age (range 18-64) and 38% were female. We did not have race information on these patients.  All patients for this analysis had a trigger inpatient claim of HF as identified in our code tables.


1.7. If there are differences in the data or sample used for different aspects of testing (e.g., reliability, validity, exclusions, risk adjustment), identify how the data or sample are different for each aspect of testing reported below.

For the reliability analysis, we restricted the data to only provider groups with at least 10 attributed episodes.  For risk adjustment, all episodes were used in the analysis, regardless of the provider to which they were attributed.
1.8 What were the patient-level sociodemographic (SDS) variables that were available and analyzed in the data or sample used? For example, patient-reported data (e.g., income, education, language), proxy variables when SDS data are not collected from each patient (e.g. census tract), or patient community characteristics (e.g. percent vacant housing, crime rate). 

None of the analyses included SDS variables, besides age and gender. 
________________________________
2a2. RELIABILITY TESTING 


2a2.1. What level of reliability testing was conducted? (may be one or both levels)
Note: Current guidance for composite measure evaluation states that reliability must be demonstrated for the composite performance measure score.
☒ Performance measure score (e.g., signal-to-noise analysis)

2a2.2. Describe the method of reliability testing and what it tests (describe the steps―do not just name a method; what type of error does it test; what statistical analysis was used)

We assessed the reliability of the measure to demonstrate that it sufficiently differentiates performance between provider groups using the beta-binomial method, which is applicable to measures of this type.  Reliability is a measure that distinguishes the signal (the extent of performance variation between entities that is due to true differences in performance) from statistical noise.  Our approach follows directly from the methods outlined in the technical report “The Reliability of Provider Profiling: A Tutorial” by J.L. Adams.
Reference:
Adams JL. The Reliability of Provider Profiling: A Tutorial. Rand Corporation. http://www.rand.org/pubs/technical_reports/TR653.html.
2a2.3. What were the statistical results from reliability testing?  (e.g., percent agreement and kappa for the critical data elements; distribution of reliability statistics from a signal-to-noise analysis)

The table below provides a summary of the reliability scores for different minimum sample size thresholds.  For complete results, refer to the workbook entitled, NQF_HF_all_codes_risk_adjustment_01.25.2017.xls, under the “ProviderAttribution Reliability” tab to see provider-specific results.

	Reliability Scores
	Minimum # Episodes Per Provider Group

	
	>=10
	>=25
	>=50

	# of Groups (%)
	81 (100)
	27 (33)
	13 (16)

	Median (IQR)
	0.61 (0.52,0.75)
	0.80 (0.75,0.85)
	0.85 (0.83,0.87)

	Range
	0.43-0.94
	0.69-0.94
	0.80-0.94




2a2.4 What is your interpretation of the results in terms of demonstrating reliability? (i.e., what do the results mean and what are the norms for the test conducted?)

Reliability scores can vary from 0.0 to 1.0, with a score of zero indicating that all variation is attributable to measurement error (noise, or variation across patients within providers) whereas a reliability of 1.0 implies that all variation is caused by real difference in performance across accountable entities. 

There is not a clear cut-off for minimum reliability level. Values above 0.7, however, are considered sufficient to see differences between some provider groups and the mean, and values above 0.9 are considered sufficient to see differences between pairs of groups (see Adams, 2009 cited above).

Although there was a wide range of scores across all provider groups with at least 10 episodes, those among groups with 25 or more episodes were consistently good and continued to improve as sample size increased.  This demonstrates that for provider groups with a minimum number of episodes the measure sufficiently differentiates performance.

Minimum sample size requirements for PAC measures are a function of the reliability testing of the measures on every dataset on which the measures are applied. Our research suggests that minimum sample sizes to achieve high degrees of reliability in the measures are a function of the dataset analyzed, and as such may vary from dataset to dataset. One should not infer that a minimum sample size achieved in one dataset would apply to another.

_________________________________
2b2. VALIDITY TESTING 
Note: Current guidance for composite measure evaluation states that validity should be demonstrated for the composite performance measure score.  If not feasible for initial endorsement, acceptable alternatives include assessment of content or face validity of the composite OR demonstration of validity for each component.  Empirical validity testing of the composite measure score is expected by the time of endorsement maintenance.
2b2.1. What level of validity testing was conducted? 

☐ Composite performance measure score
☐ Empirical validity testing
☒ Systematic assessment of face validity of performance measure score as an indicator of quality or resource use (i.e., is an accurate reflection of performance on quality or resource use and can distinguish good from poor performance)
☒ Systematic assessment of content validity
☐ Validity testing for component measures (check all that apply)
Note:  applies to ALL component measures, unless already endorsed or are being submitted for individual endorsement.
☐ Endorsed (or submitted) as individual performance measures
☐ Critical data elements (data element validity must address ALL critical data elements)
☐ Empirical validity testing of the component measure score(s)
☐ Systematic assessment of face validity of component measure score(s) as an indicator of quality or resource use (i.e., is an accurate reflection of performance on quality or resource use and can distinguish good from poor performance)

2b2.2. For each level of testing checked above, describe the method of validity testing and what it tests (describe the steps―do not just name a method; what was tested, e.g., accuracy of data elements compared to authoritative source, relationship to another measure as expected; what statistical analysis was used)

Content validity was built into the development of the definitions of potentially avoidable complications (PACs).  This involved working with clinicians who are experts in their respective fields and specific to the episodes for which PACs are being measured.  In particular, the clinical experts focused on whether or not a potentially avoidable complication can be deemed as such for a specific episode of care, and helped defined and review all of the diagnosis and procedure codes for each PAC. The enclosed link lists clinicians who have participated in the various Clinical Working Groups (http://www.hci3.org/content/clinical-working-group-contributors).  Some of the clinical experts have also participated in monthly webinars that highlight the clinical aspects of these measures (http://www.hci3.org/content/using-ecrs-providers).
In addition, we illustrate that our measure has face validity in several ways.  
Beyond the up front work performed by clinical experts, the validity of the measure has also been tested in various real world settings. For example, we have presented results of claims data analyses that reveal the frequency and costs of PACs to physicians in several different healthcare systems involved in our pilot site implementations, as well as to medical directors from the employer coalitions and the health plans that provided the dataset to run the analyses. Some of these implementations include the Pennsylvania Employee Benefits Trust Fund and local provider groups and hospital, Horizon Blue Cross Blue Shield of NJ and many physicians and health systems.  More recently, PACs are being used as a key performance measure in New York State’s Delivery System Reform Incentive Payment (DSRIP) program, and in 2017 the Maryland Health Care Commission will be releasing comparative PAC rate data for selected chronic conditions. 
In addition, we have performed dozens of analyses of very large claims data sets and reported results of rates and costs of PACs to policy makers, health plan leaders and physician leaders from different states. These include:
· Vermont Payment Reform Commission
· Maine Health Management Coalition
· WellPoint / Anthem CT
· NY State Medicaid
· CT Medicaid
· CO All-payer Claims Database, Center for Improving Value in Health Care

These analyses and their results have influenced, and continue to influence, the development of various public reporting, payment reform and delivery system reform efforts. To-date, we have never experienced either wholesale or partial rejection of the results of analyses showing rates of PACs, which demonstrates the level of acceptability – face validity – of the measures from the payer, policymaker, employer and payer communities.
As importantly, measures of potentially avoidable complications have face-validity with consumers. In a series of focus groups, Judy Hibbard and colleagues[1] examined the impact of presenting information about price and quality of certain providers in influencing the decisions of consumers. They tested the validity of PACs as a discriminator of quality, as well as other measures of quality, and used the dollar symbol to illustrate the level of price, much like is done for restaurant reviews. When the PAC measure was used, respondents selected the providers with the lowest PAC rates with a high level of confidence in choice, and used it as a surrogate for a strong quality signal. To the contrary, when more standard measures of quality were used, consumers tended to ignore them and use price as a surrogate for quality. As such, what the researchers found is that the very framing of potentially avoidable complications as an indicator of potential harm, is an effective way of communicating the quality of care. And when measures of PACs were presented in conjunction with price, consumers intuitively accepted the logical relationship between low PACs – fewer “defects” – and lower price.
Finally, our measure definitions encompass several other measures that are accepted as being valid complications of care and are widely used throughout the country.  These include CMS defined Hospital Acquired Conditions (HACs)[2], Hospital Inpatient Quality Reporting measures [3], Avoidable Readmissions [4,5], AHRQ defined patient safety indicators (PSIs) [6], NQF endorsed patient safety measures such as patient fall rates, pressure ulcer rates, and peri-operative pulmonary embolism or deep vein thrombosis rates [7]. 
References:
[1] Hibbard JH, Greene J, Sofaer S, Fiminger K, and Hirsh J. An Experiment shows that a well-designed report on Costs and Quality can help consumers choose High-Value Health Care.  Health Affairs 2012; 31(3): 560-568. doi: 10.1377/hlthaff.2011.1168
[2] CMS defined Hospital Acquired Conditions: http://www.cms.gov/Medicare/Medicare-Fee-for-Service-Payment/HospitalAcqCond/Hospital-Acquired_Conditions.html
[3] CMS operated Hospital Inpatient Quality Reporting Program: http://www.cms.gov/Medicare/Quality-Initiatives-Patient-Assessment-Instruments/HospitalQualityInits/HospitalRHQDAPU.html
[4] Jencks SF, Williams MV, and Coleman EA. Rehospitalizations among Patients in the Medicare Fee-for-Service Program.  N Engl J Med 2009 (Apr); 360 (14): 1418-1428. doi: 10.1056/NEJMsa0803563.
[5] Casalino LP, Pesko MF, Ryan AM et.al. Small Primary Care Physician Practices have low rates of Preventable Hospital Admissions.  Health Affairs, 2014; 33(9): 1-9. doi: 10.1377/hlthaff.2014.0434.
[bookmark: _GoBack][6] Agency of Healthcare and Quality defined Patient Safety indicators: http://www.qualityindicators.ahrq.gov/modules/psi_resources.aspx
[7] NQF endorsed measures: Quality Positioning System: http://bit.ly/1E5ZdP7

2b2.3. What were the statistical results from validity testing? (e.g., correlation; t-test)
Not applicable.

2b2.4. What is your interpretation of the results in terms of demonstrating validity? (i.e., what do the results mean and what are the norms for the test conducted?)

Given the significant clinical input that went into developing the measure, the widespread use and acceptance the measure has gained among a wide variety of individuals and organizations across the health system (public and private payers, clinicians, consultants, patients, etc.) [1-13], and the parallels between this measure and other measures that are in widespread use, this demonstrates that the measure has strong face validity.
References:
1. Hibbard JH, Greene J, Sofaer S, Firminger K, and Hirsh J.  Experiment shows that a well-designed report on costs and quality can help consumers choose high value health care.  Health Affairs, 31, no.3 (2012):560-568 (doi: 10.1377/hlthaff.2011.1168)
2. Rastogi A, de Brantes F, Costley J, and Tompkins C. HCI3 Improving Incentives Issue Brief – Analysis of Medicare and Commercial Insurer-Paid Total Knee Replacement Reveals Opportunity for Cost Reduction. Available from: http://www.hci3.org/content/hci3-improving-incentives-issue-brief-analysis-medicare-and-commercial-insurer-paid-total-kn, Accessed Jun 1 2015.
3. de Brantes F, Rastogi A, and Sorensen CM. Episode of Care Analysis Reveals Sources of Variation in Costs.  Am J Manag Care. 2011; 17(10): e383-e392. 
4. de Brantes F, Rastogi A, and Painter M.  Reducing Potentially Avoidable Complications in Patients with Chronic Diseases: The Prometheus Payment Approach.  Health Services Research 2010: 45(6), Part II: 1854-1871.
5. Pierre L. Yong and LeighAnne Olsen. The Healthcare Imperative: Lowering Costs and Improving Outcomes: Workshop Series Summary; Roundtable on Evidence-Based Medicine; Institute of Medicine. 2010. ISBN: 0-309-14434-5, http://www.nap.edu/catalog/12750.html, accessed June 14, 2015.
6. Pham HH, Ginsburg PB, Lake TK, and Maxfield MM.   Episode-based Payments: Charting a course for Health care Payment Reform. National Institute for Health Care Reform. Policy Analysis, No.1. Jan 2010. Available from: http://www.nihcr.org/Episode_Based_Payments.html. Accessed Jun 1 2015.
7. François de Brantes, M.S., M.B.A., Meredith B. Rosenthal, Ph.D., and Michael Painter, J.D., M.D. Building a Bridge from Fragmentation to Accountability —The Prometheus Payment Model. NEJM 2009; 361:1033 (Perspective)
8. de Brantes F, D’Andrea G, Rosenthal MB. Should health care come with a warranty? Health Aff (Millwood) 2009; 28:w678-w687.

9. Rastogi A, Mohr BA, Williams JO, Soobader MJ, de Brantes F. Prometheus Payment Model: Application to Hip and Knee Replacement Surgery. Clin Orthop Relat Res 2009; 467(10): 2587-2597.

10. de Brantes F and Rastogi A. Evidence-Informed Case Rates: Paying for Safer, More Reliable Care. The Commonwealth Fund 40, publ. 2008; 1146:1-14.

11. de Brantes F, Gosfield A, Emery D, Rastogi A and G. D’Andrea, “Sustaining the Medical Home: How Prometheus Payment Can Revitalize Primary Care”, Robert Wood Johnson Foundation Report, May 2009, http://www.rwjf.org/pr/product.jsp?id=42555, accessed October 2009.
12. de Brantes F, Camillus J. Evidence-informed case rates: a new health care payment model [Internet]. New York (NY): Commonwealth Fund; 2007 Apr [cited 2007 May 20]. Available from: http://www.commonwealthfund.org/publications/publications_show.htm?doc_id=478278, Accessed Aug 1 2013.

13. Satin DJ, and Miles J. Performance Based Bundled Payments: Potential Benefits and Burdens. Available from: http://student.med.umn.edu/p4p-new/sites/default/files/MN%20Med%20Bundles%20Special%20Report%20-%20Satin.pdf, Accessed Aug 1 2013.

_________________________
2b3. EXCLUSIONS ANALYSIS
Note:  Applies to the composite performance measure, as well all component measures unless they are already endorsed or are being submitted for individual endorsement.
NA ☒ no exclusions — skip to section 2b4

2b3.1. Describe the method of testing exclusions and what it tests (describe the steps―do not just name a method; what was tested, e.g., whether exclusions affect overall performance scores; what statistical analysis was used)

No formal exclusion testing was done since no real exclusions were done.  The only patients excluded were the ones that had incomplete data and those that would not have given a homogenous population such as outliers.  

Exclusions include exclusions of "patients" as well as "claims" not relevant to HFcare. Please refer to the enclosed excel workbook entitled (NQF_HF_all_codes_risk_adjustment_01.25.17.xls – Tab entitled Decision Tree)

1. "Patients" are excluded from the measure if they meet one of the following criteria:
a. If age is < 18 years 
b. If gender is missing
c. If they do not have continuous enrollment for the entire time window with a maximum of 30 day enrollment gap with the entity providing the data (this helps determine if the database has captured most of the claims for the patient in the time window).
d. If the patient does not have at least 12 months of claims in the database (this helps eliminate incomplete episodes).
e. The episode cost is an outlier (less than 1st percentile or greater than 99th percentile value for all episodes of the same type). This eliminates extreme variation that may result from random outlier events.

2. “Claims” are excluded from the measure if they meet one of the following criteria:
a. If none of the diagnosis codes on the claim are on the list of “triggers” or relevant diagnosis codes (either typical Dx or PAC Dx) for HF.
b. If none of the procedure / CPT codes on the claim are on the list of relevant procedure codes for HF.
c. If the HF trigger hospitalization also triggers a major surgical procedure such as coronary bypass procedure or angioplasty, suggesting that HF may be a comorbidity or an indication for the surgery.
d. The “principal” diagnosis on an inpatient stay claim during the episode time window triggers its own episode
e. The procedure code on a claim during the episode time window triggers its own episode

2b3.2. What were the statistical results from testing exclusions? (include overall number and percentage of individuals excluded, frequency distribution of exclusions across measured entities, and impact on performance measure scores)

We started with a total HF population of 25,284 episodes.  After all the exclusions were applied, the remaining HF population included in the analysis consisted of 6,025 episodes. As mentioned above, no real exclusions were done.  The only patients excluded were the ones that had incomplete or missing data and those that would not have given a homogenous population such as outliers.  As such, no formal exclusion testing was done.

2b3.3. What is your interpretation of the results in terms of demonstrating that exclusions are needed to prevent unfair distortion of performance results? (i.e., the value outweighs the burden of increased data collection and analysis.  Note: If patient preference is an exclusion, the measure must be specified so that the effect on the performance score is transparent, e.g., scores with and without exclusion)

No formal analysis was done on the impact of exclusions on performance scores.

Descriptive Explanation:

Exclusions of patients were for the following reasons. Some are for comparative purposes and some for medical reasons.

(a) Comparative Purposes:
We excluded patients that did not have complete enrollment for the entire episode time window. This was done to ensure that the database had complete information on patients to be able to create the entire episode. Including patients with only a partial episode window could distort the measure by artificially reducing the actual count of patients with PACs. 

(b) Medical Reasons:
Patients with outlier costs (less than 1st percentile value or greater than 99th percentile) were considered to be different from the general pool, and excluded from both the numerator and the denominator.  This is another way to ensure that episodes are complete (because incomplete episodes may have very low costs), and do not bring in random noise into the analysis due to inappropriate codes or services (high outliers).
____________________________
[bookmark: section2b4]2b4. RISK ADJUSTMENT/STRATIFICATION FOR OUTCOME OR RESOURCE USE MEASURES
Note:  Applies to all outcome or resource use component measures, unless already endorsed or are being submitted for individual endorsement.
If not an intermediate or health outcome, or PRO-PM, or resource use measure, skip to section 2b5.

2b4.1. What method of controlling for differences in case mix is used? (check all that apply)
☐ Endorsed (or submitted) as individual performance measures 
☐ No risk adjustment or stratification
☒ Statistical risk model 
☐ Stratification by  risk categories
☐ Other, Click here to enter description

2b4.1.1 If using statistical risk models, provide detailed risk model specifications, including the risk model method, risk factors, coefficients, equations, codes with descriptors, and definitions. 

We used logisitic regression to risk adjust PAC rates.  The models included a number of patient-related “risk factors” or covariates:
1. Patient demographics: age, gender, and an indicator of whether a member has enrolled within the previous 6 months.  This latter risk factor is intended to account for the patient’s lack of claims history, which limits the number of potential comorbidities that can be identified.
2. Comorbidities:  These are conditions or events that occurred prior to the start of the episode that can have a potential impact on the patient’s risk of having a PAC.  The risk factors are 170 disease indicators (0/1) identified through the presence of ICD diagnosis codes on individual medical claims and collected from the historical claims data before the start of an episode.  These are universally applied across all episodes. Please see the tab labeled “All Risk Factors I-9” and “All Risk Factors I-10” for a list of risk factors and their corresponding codes in the enclosed workbook called NQF_HF_all_codes_risk_adjustment_01.25.2017.xls.  This list was selected based on input from clinical experts in clinical working groups.
3. Episode Subtypes or Severity Markers: These are markers that distinguish an episode as being more severe than another.  They indicate either specific patient comorbidities that are known to make the procedure or condition more difficult to treat (e.g., obesity) or severity of the illness itself (e.g., Previous CABG, PCI).  Subtypes are specific to each unique episode and are included in the models only if they are present at the start of the episode. Please see the tab labeled “Subtypes I-9 & Subtypes I-10” for a list of subtypes and their corresponding codes in the enclosed workbook called NQF_HF_all_codes_risk_adjustment_01.25.2017.xls.  This list was selected based on input from clinical experts in clinical working groups.

All risk factors and subtypes must be present prior to, or at the start of the episode and are identified using codes in the patient’s historical claims. 

To be included in the risk adjustment models, any risk factor or subtype must be present in at least 10 episodes.   Please reference the tabs titled Risk Model in the NQF_HF_all_codes_risk_adjustment_01.25.2017.xls  workbook to see the list of risk factors that met the selection criteria and the assocated coefficients.


2b4.2. If an outcome or resource use component measure is not risk adjusted or stratified, provide rationale and analyses to demonstrate that controlling for differences in patient characteristics (case mix) is not needed to achieve fair comparisons across measured entities. 

Not applicable

2b4.3. Describe the conceptual/clinical and statistical methods and criteria used to select patient factors (clinical factors or sociodemographic factors) used in the statistical risk model or for stratification by risk (e.g., potential factors identified in the literature and/or expert panel; regression analysis; statistical significance of p<0.10; correlation of x or higher; patient factors should be present at the start of care)

As described above , all potential risk factors and subtypes with a count of at least 10 episodes were retained to serve as predictors.  Beyond this no further model building was conducted to add or remove risk factors or subtypes from the model after it was initially run.  This reflects a desire to explain as much variation in the probability of having a PAC as possible, but does not make it a priority that all covariates be individually significant or even uncorrelated with each other. Accordingly, the model uses a very large group of covariates. This modeling approach allows for fewer potentially artificial constraints around the definitions of what constitutes severity, and lets the model determine for itself which of the factors are more significant. Non-significant covariates cannot overly influence the predicted outcomes, nor is much harm realized, if a group of correlated covariates work together to explain variation rather than having the variation explained by a single best factor.  The goal was to achieve a more complete explanatory model rather than achieve parsimony.

2b4.4a. What were the statistical results of the analyses used to select risk factors?

Please reference the tabs titled Risk Model in the NQF_HF_all_codes_risk_adjustment_01.25.2017.xls  workbook to see the list of risk factors that met the selection criteria in the database studied.


2b4.4b. Describe the analyses and interpretation resulting in the decision to select SDS factors (e.g. prevalence of the factor across measured entities, empirical association with the outcome, contribution of unique variation in the outcome, assessment of between-unit effects and within-unit effects)
Not Applicable since our analysis did not include SDS variables 


2b4.5. Describe the method of testing/analysis used to develop and validate the adequacy of the statistical model or stratification approach (describe the steps―do not just name a method; what statistical analysis was used)

Model Development Approach
As previously described, we used logistic regression to model the probability of at least one PAC occurring during the episode.  The model included all covariates that were identified through the process above.  No further model building was conducted after the initial model was run. 
For a more complete description of the risk adjustment approach, please see the document entitled, “PACs and Severity Adjustment Fact Sheet” that accompanies this submission.
Approach to Model Testing and Validation
To determine the validity and performance of the model, we used the split sample method to divide the patient sample randomly into: 1) the model building data set (80% of the sample) and 2) the test data set (20% of sample.  The model was built using logistic regression on the first data set and then the coefficients from the development model were tested in the second dataset.  Area under the curve (AUC) and the c-statistic were used to compare the predictive ability of the model in each of the data sets. Hosmer-Lemeshow Goodness-of-Fit tests and comparisons of observed to expected probabilities across risk deciles were further examined to assess the model’s overall predictive accuracy.

Provide the statistical results from testing the approach to controlling for differences in patient characteristics (case mix) below.
If stratified, skip to 2b4.9

2b4.6. Statistical Risk Model Discrimination Statistics (e.g., c-statistic, R-squared):  

	Sample
	Accuracy (%)*
	AUC

	Test
	73.5%
	0.807

	Validation
	68.8%
	0.754


*Episodes with predicted probabilities <50% were classified as having a predicted 0 (not having a PAC).  Episodes with predicted probabilities >50% were classified as having a predicted 1 (having a PAC)



2b4.7. Statistical Risk Model Calibration Statistics (e.g., Hosmer-Lemeshow statistic):  

	Sample
	Chi Square
	Degrees of Freedom
	p-value

	Test
	31.6
	8
	<0.0001

	Validation
	30.6
	8
	<0.0001




2b4.8. Statistical Risk Model Calibration – Risk decile plots or calibration curves:
[image: ]
[bookmark: question2b49]2b4.9. Results of Risk Stratification Analysis:  
Not applicable
2b4.10. What is your interpretation of the results in terms of demonstrating adequacy of controlling for differences in patient characteristics (case mix)? (i.e., what do the results mean and what are the norms for the test conducted)

The C statistic is a measure of the extent to which a statistical model is able to discriminate between a patient with and without an outcome. The c-statistic ranges from 0.5 to 1.0. A c-statistic of 0.50 indicates the model is no better than random prediction, implying that the patient risk factors do not predict variation in the outcome; conversely, a c-statistic of 1.0 indicates perfect prediction, implying patients’ outcomes can be predicted completely by their risk factors, and physicians and hospitals play little role in patients’ outcomes. Models with c-statistic values of at least 0.7 are considered good and those above 0.8 are considered strong [1]. The purpose of the model is to adjust for patient-related factors.  The remaining unexplained differences in PAC rates are due to factors that could be controlled by all providers that are managing or co-managing the patient, during the entire episode time window.

The c-statistics of the testing and validation samples (0.807 and 0.754, respectively) indicate that the risk models have good discriminatory power. Indeed, the accuracy values show that the model correctly predicts whether an episode had or did not have a PAC 69% to 74% of the time, well above what would be expected if the predictions were made at random (i.e., 50%).  Although the H-L test was significant for the testing sample, meaning that the model is not a good fit, this test is generally known to be sensitive to the number of groupings used and sample sizes.  Nevertheless, the risk decile plot indicates, that, other than decile 5, the models predict PAcs similarly to observed PACs across the risk deciles.

Overall, the results indicate the models have sufficient predictive power.

Reference:
[1] Hosmer DW, Lemeshow S. Applied Logistic Regression (2nd Edition). New York, NY: John Wiley & Sons; 2000.


2b4.11. Optional Additional Testing for Risk Adjustment (not required, but would provide additional support of adequacy of risk model, e.g., testing of risk model in another data set; sensitivity analysis for missing data; other methods that were assessed)

_______________________
[bookmark: section2b5]2b5. IDENTIFICATION OF STATISTICALLY SIGNIFICANT & MEANINGFUL DIFFERENCES IN PERFORMANCE
Note:  Applies to the composite performance measure.

2b5.1. Describe the method for determining if statistically significant and clinically/practically meaningful differences in performance measure scores among the measured entities can be identified (describe the steps―do not just name a method; what statistical analysis was used? Do not just repeat the information provided related to performance gap in 1b) 
 
To directly compare PAC rates across groups while also appropriately accounting for differences in patient severity, we calculated a risk-standardized PAC rate for each provider group.  This method is similar to calculations used by others for reporting outcomes measures [1]. For each provider group, the ratio of observed attributed episodes with PACs to the expected number of attributed episodes with PACs given the patient’s risk factor and estimated from the risk-adjustment model was calculated.  This number yielded whether the group had more PACs than expected (ratio>1), as expected (ratio=1), or less than expected (ratio<1).  We then multiplied this ratio by the overall expected PAC rate across all provider groups to obtain the group’s risk-standardized PAC rate.  This measure represents what a provider group’s PAC rate would be if its patient population was reflective of the overall population.
Because groups with small volumes may provide unreliable estimates, we excluded any with fewer than 10 attributed episodes prior to the calculations.   Comparison of risk-adjusted PAC rates gives a measure of the group’s relative performance.  Our analysis compared risk-standardized PAC rates across groups.  We analyzed various descriptive statistics including the range in PAC rates, medians, interquartile range, etc.
Reference:

[1] See, for example: NQF#1550: Hospital-level risk-standardized complication rate (RSCR) following elective primary total hip arthroplasty (THA) and / or total knee arthroplasty (TKA). Online version: http://bit.ly/1BWQTRt


2b5.2. What were the statistical results from testing the ability to identify statistically significant and/or clinically/practically meaningful differences in performance measure scores across measured entities? (e.g., number and percentage of entities with scores that were statistically significantly different from mean or some benchmark, different from expected; how was meaningful difference defined)

	PAC Rates
	Minimum # Episodes Per Provider Group

	
	>=10
	>=25

	Unadjusted
	
	

	
	Median (IQR)
	41% (31%, 57%)
	36% (23%, 42%)

	
	Range
	9%-80%
	10%-79%

	Adjusted (RSPR)*
	
	

	
	Median (IQR)
	40% (32%, 46%)
	37% (30%, 44%)

	
	Range
	14%-68%
	14%-50%


*RSPR = Risk Standardized PAC Rate

Please refer to the NQF_HF_all_codes_risk_adjustment_01.25.17.xls workbook under the “ProviderAttribution Reliability” tab to see specific results for each provider group.

2b5.3. What is your interpretation of the results in terms of demonstrating the ability to identify statistically significant and/or clinically/practically meaningful differences in performance across measured entities? (i.e., what do the results mean in terms of statistical and meaningful differences?)

Even after right-adjustment, the variation in risk-adjusted rates suggests there are meaningful differences in performance between provider groups in risk-standardized PAC rates for patients with an episode of HF.
Minimum sample size requirements for PAC measures are a function of the reliability testing of the measures on every dataset on which the measures are applied. Our research suggests that minimum sample sizes to achieve high degrees of reliability in the measures are a function of the dataset analyzed, and as such may vary from dataset to dataset. One should not infer that a minimum sample size achieved in one dataset would apply to another.
_______________________________________
2b6. COMPARABILITY OF PERFORMANCE SCORES WHEN MORE THAN ONE SET OF SPECIFICATIONS 
Note:  Applies to all component measures, unless already endorsed or are being submitted for individual endorsement.
If only one set of specifications, this section can be skipped.

Note: This item is directed to measures that are risk-adjusted (with or without SDS factors) OR to measures with more than one set of specifications/instructions (e.g., one set of specifications for how to identify and compute the measure from medical record abstraction and a different set of specifications for claims or eMeasures). It does not apply to measures that use more than one source of data in one set of specifications/instructions (e.g., claims data to identify the denominator and medical record abstraction for the numerator). Comparability is not required when comparing performance scores with and without SDS factors in the risk adjustment model.  However, if comparability is not demonstrated for measures with more than one set of specifications/instructions, the different specifications (e.g., for medical records vs. claims) should be submitted as separate measures.

2b6.1. Describe the method of testing conducted to compare performance scores for the same entities across the different data sources/specifications (describe the steps―do not just name a method; what statistical analysis was used)
 Not applicable

2b6.2. What were the statistical results from testing comparability of performance scores for the same entities when using different data sources/specifications? (e.g., correlation, rank order)
Not applicable

2b6.3. What is your interpretation of the results in terms of the differences in performance measure scores for the same entities across the different data sources/specifications? (i.e., what do the results mean and what are the norms for the test conducted?)
Not applicable
_______________________________________
2b7. MISSING DATA ANALYSIS AND MINIMIZING BIAS 
Note:  Applies to the overall composite measure.

2b7.1. Describe the method of testing conducted to identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias (describe the steps―do not just name a method; what statistical analysis was used)
 
If patient related data is missing, the entire patient is excluded from the numerator as well as the denominator.  
Within our measure constructs, presence of potentially avoidable complications are identified from administrative claims data. Furthermore, the measure is constructed so that the occurrence of any number of PACs during a defined episode would only count as one occurrence. 
According to our measure definition, in constructing the measure it is possible for a provider group to have only one or some types of PACs and not others.  Alternatively, the group may have all PAC types occur for their patients. The measure only considers whether any PAC occurred regardless of the type, and all PAC types are weighted equally, therefore there is no potential for the absence of specific PAC types to bias performance scores for individual groups. 
For these reasons, no formal analyses were done on missing data.

2b7.2. What is the overall frequency of missing data, the distribution of missing data across providers, and the results from testing related to missing data? (e.g., results of sensitivity analysis of the effect of various rules for missing data/nonresponse; if no empirical sensitivity analysis, identify the approaches for handling missing data that were considered and pros and cons of each)
Not applicable

2b7.3. What is your interpretation of the results in terms of demonstrating that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias? (i.e., what do the results mean in terms of supporting the selected approach for missing data and what are the norms for the test conducted; if no empirical analysis, provide rationale for the selected approach for missing data)
Not applicable

2c. EMPIRICAL ANALYSIS TO SUPPORT COMPOSITE CONSTRUCTION APPROACH
Note: If empirical analyses do not provide adequate results—or are not conducted—justification must be provided and accepted in order to meet the must-pass criterion of Scientific Acceptability of Measure Properties. Each of the following questions has instructions if there is no empirical analysis.

2d1.  Empirical analysis demonstrating that the component measures fit the quality construct, add value to the overall composite, and achieve the object of parsimony to the extent possible.

The PAC measures, as we define them, look at many “care defects” comprehensively.  They are composed of several cross-cutting measures and together they paint a global picture of the provider group’s overall performance. 
PACs may occur any time during the episode time window. PACs are counted as a dichotomous (yes/no) outcome.  If a patient had one or more PACs, they get counted as a “yes” or a 1. The enclosed workbook entitled NQF_HF_all_codes_risk_adjustment_01.25.2017.xls provides outputs from empirical analysis.  The tab labeled “PAC overview” demonstrates percentage of episodes that had at least one PAC, and provides the breakdown of PACs: 1) by the type of PAC whether directly related to index condition or due to patient safety failures; 2) the setting of the PAC, whether seen in the in-patient setting, out-patient facility or during professional visits; and 3) preventable hospitalizations.
The “PAC Drill Down Graph” provides further detail on each component of the PAC and their frequency.  As can be seen by the individual counts and the graph, while each individual PAC may have such small occurrences that no meaningful comparisons in provider performances could be made; together, they add value to provide a comprehensive picture that result in meaningful numbers. The aggregation of PACs to a comprehensive, composite measure, in itself provides the parsimony that is so desirable.

2d1.1 Describe the method used (describe the steps―do not just name a method; what statistical analysis was used; if no empirical analysis, provide justification) 
All PACs, as clinically defined by the subject matter experts were used with equal weighting.  Since the emphasis of the PAC measure is to identify the occurrence of PACs in any setting, a simple and straightforward approach was adopted.

2d1.2. What were the statistical results obtained from the analysis of the components? (e.g., correlations, contribution of each component to the composite score, etc.; if no empirical analysis, identify the components that were considered and the pros and cons of each)
No formal analysis was performed.

2d1.3. What is your interpretation of the results in terms of demonstrating that the components included in the composite are consistent with the described quality construct and add value to the overall composite? (i.e., what do the results mean in terms of supporting inclusion of the components; if no empirical analysis, provide rationale for the components that were selected)

Since our premise is that all PACs are potentially avoidable, we adopted the approach to count all PACs and give them equal weights.  The overall composite score results in the quality construct that could be measured and interpreted.

2d2.  Empirical analysis demonstrating that the aggregations and weighting rules are consistent with the quality construct and achieve the objective of simplicity to the extent possible

2d2.1 Describe the method used (describe the steps―do not just name a method; what statistical analysis was used; if no empirical analysis, provide justification) 

Within our measure constructs, presence of potentially avoidable complications are identified from administrative claims data.  Additionally, if a patient had one or more PACs, it is simply counted as a 1, i.e., flagged as having a PAC.  The measure only considers whether any PAC occurred regardless of the type, or the site, and all PAC types are weighted equally.  Therefore, no formal analysis of individual components was performed.

2d2.2. What were the statistical results obtained from the analysis of the aggregation and weighting rules? (e.g., results of sensitivity analysis of effect of different aggregations and/or weighting rules; if no empirical analysis, identify the aggregation and weighting rules that were considered and the pros and cons of each)

We chose not to weight the components of the measure.
Considerations were given to the fact that preventable hospitalizations may be given more weight, than PACs identified in a doctor’s office. Similarly PACs in an in-patient setting may have more serious implications on a patient’s ultimate outcome, than PACs occurring in an outpatient setting.  Additionally, preventable hospitalizations as well as index hospitalizations, each with longer lengths of stay, may have serious PACs.  But how do we weigh these effects?  An alternative model was considered, where cost could be considered as a surrogate for the weights. Higher cost PACs could imply more serious PACs.  However, differences in costs could be driven by many issues other than the PAC itself, such as unit price of the service, method of reimbursements, contracting arrangements etc. 
 Furthermore, in-patient facility billing does not allow for the distinction of PAC related costs from other costs within the stay.  We would fail to capture PAC related costs within the stay and potentially underweight those. As a result, the decision was made to avoid weighting and keep the measure as a straightforward count.

2d2.3. What is your interpretation of the results in terms of demonstrating the aggregation and weighting rules are consistent with the described quality construct? (i.e., what do the results mean in terms of supporting the selected rules for aggregation and weighting; if no empirical analysis, provide rationale for the selected rules for aggregation and weighting)

Measuring all provider groups with the same yardstick will provide consistent results and reasonable comparisons over time.  If the goal is to reduce PACs, then the PAC measure as was constructed with the help of various experts in the field would provide reasonable comparisons.  A word of caution however pertains to the sample size of the group’s panel before making any reasonable conclusions.
Minimum sample size requirements for PAC measures are a function of the reliability testing of the measures on every dataset on which the measures are applied. Our research suggests that minimum sample sizes to achieve high degrees of reliability in the measures are a function of the dataset analyzed, and as such may vary from dataset to dataset. One should not infer that a minimum sample size achieved for high reliability in one dataset would apply to another.
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