TO: Consensus Standards Approval Committee

FR: Reva Winkler and Karen Johnson

RE: Potential changes to NQF's measure evaluation criteria and/or guidance
DA: July 6, 2016

During measure evaluation discussions, Committees often ask questions or provide feedback on NQF’s
measure evaluation criteria and guidance for Committees. Recent Committee discussions have raised
several issues that indicate a possible need for change to NQF’s measure evaluation criteria and/or
guidance.

CSAC ACTION REQUIRED
The CSAC will review, discuss, and/or approve (as needed) proposed changes to NQF's endorsement

evaluation criteria and/or guidance.

PROPOSED CHANGE TO EVIDENCE REQUIREMENT FOR OUTCOME MEASURES

The evidence requirement for health outcome measures is a rationale for how the outcome is
influenced by at least one healthcare process or structure. The current requirement for a rationale
is minimal and some Committee members believe that outcome measures should not get a “pass”
on the evidence criterion.

To address this concern, we request the CSAC’s feedback on revising the evidence requirement for
outcome measures to specify some empirical evidence rather than just a rationale.

Potential change for discussion:
Criterion 1la. A i

7 7 7

At least one empirical study demonstrates an evidenced-based relationship between the health

outcome and a healthcare structure, process, intervention, or service.
and
in the algorithm, change Box 2 wording:
Does the SC agree that the relationship between the measured health outcome/PRO and at
least one healthcare action (structure, process, intervention, or service) is identified (stated
or diagrammed) and supported by the-statedrationale at least one empirical study?

PROPOSED CHANGE TO THE GUIDANCE FOR COMMITTEES IN EVALUATING OPPORTUNITY FOR
IMPROVEMENT/GAP FOR MORTALITY AND PATIENT SAFETY EVENTS

Criterion 1b. Opportunity for improvement/gap in care addresses the question of whether there is a
quality problem that can be addressed by measurement. Data should demonstrate that there is an
opportunity for improvement (i.e., overall poor performance, substantial variation across providers,
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or variation for subpopulations (disparities in care)). Committees struggle with applying this
criterion for low incidence patient safety events (that are usually very low but represent significant
quality problems) or mortality measures that will never reach 0% but it is unknown what “perfect
performance” might be.

To clarify direction to the Committees, we propose the following language (in red below) be added
to guidance materials:

1b. Performance Gap

Demonstration of quality problems and opportunity for improvement, i.e., data’ demonstrating
e considerable variation, or overall less-than-optimal performance, in the quality of care
across providers; and/or
e disparities in care across population groups.
When assessing measure performance data for Performance Gap (1b), the following factors should
be considered:
0 distribution of performance scores;
0 number and representativeness of the entities included in the measure performance
data;
0 data on disparities; and
0 size of the population at risk, effectiveness of an intervention, likely occurrence of
an outcome, and consequences of the quality problem.

Proposed addition:

The opportunity for improvement should be considered differently for some outcome measures
such as mortality and patient safety events where it may be appropriate to continue measurement
even with low event rates. Process measures can reasonably reach near 100% performance with
little opportunity for additional meaningful gains. For outcome measures, however, it is less clear
how low (e.g., mortality, adverse events) is attainable.

PROPOSAL FOR CRITERIA TO SUPPORT THE FINAL VOTE ON OVERALL RECOMMENDATION FOR
ENDORSEMENT

During the evaluation of a measure, the Committee votes on each major criterion and/or
subcriterion and then votes on “Overall Recommendation for Endorsement.” Measure developers
have questioned this final vote, arguing that if a measure passes all the criteria it should be
endorsed automatically. There have been instances where a measure is not recommended as
suitable for endorsement, even though the measure has passed all the criteria. Often staff cannot
understand or explain the rationale for what may appear to be an inconsistent vote.

Question for CSAC: Should NQF develop criteria for the final vote of “Overall Recommendation for

Endorsement?” Criteria might include alignment with NQF priorities (to be identified for the
Strategic Plan); filling a NQF-identified gap; potential impact on health of patients (i.e., likelihood of
moving the quality needle).
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PROPOSED CHANGE TO GUIDANCE FOR IDENTIFYING COMPOSITE MEASURES FOR THE PURPOSES
OF NQF MEASURE SUBMISSION, EVALUATION, AND ENDORSEMENT

In 2012, an NQF-convened Technical Expert Panel (TEP) defined a composite performance measure
as a combination of two or more component measures, each of which individually reflects quality of
care, into a single performance measure with a single score. The TEP provided explicit guidance to
clearly delineate what types of measures will be considered by NQF to be composite performance
measures, as follows:

e Measures with two or more individual performance measure scores combined into one
score for an accountable entity.
e Measures with two or more individual component measures assessed separately for each
patient and then aggregated into one score for an accountable entity. These include:
0 all-or-none measures (e.g., all essential care processes received, or outcomes
experienced, by each patient); or
O any-or-none measures (e.g., any or none of a list of adverse outcomes experienced,
or inappropriate or unnecessary care processes received, by each patient).

All-or-none measures assess whether all essential care processes were received, or all outcomes were
experienced, by each patient. Any-or-none measures assess whether any of a list of adverse outcomes
were experienced, or inappropriate or unnecessary care processes were received by each patient.
Although not unanimous, a majority of the TEP agreed that all-or-none and any-or-none measures
should be considered composite performance measures. These measures are similar in construction in
that all the components are assessed separately for each patient.

In addition to the usual evaluation criteria, composite measures must have a logical quality construct
and rationale and empirical analyses to support the composite construction approach. Also, several of
the other measure evaluation criteria differ somewhat for composite measures (e.g., reliability must be
demonstrated for the composite measure score, meaning that demonstration of the reliability of the
data elements used in the components of the composite is not sufficient).

While achieving overall consensus regarding the evaluation criteria and guidance, the TEP was not
unanimous in its recommendation to identify any-or-none measures as composite performance

measures. The TEP discussed whether any-or-none measures that include a group of patient-specific
outcomes, such as complications, should always be considered composites. For surgical patients, for
example, a developer may create a measure that looks for various events that may occur as unintended
consequences of the operation for each patient. These measures may include events that have not
previously been considered as individual measures (e.g., hemorrhage) or events that have previously
been considered as individual measures (e.g., death, readmission). In some instances, the developer
may not view a measure that incorporates multiple events such as complications as an any-or-none
composite (e.g., complications are viewed as a single measure instead of multiple measures).
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Ultimately, the CSAC agreed that such measures will be considered composites, with the expectation
that the information needed to evaluate the composite-specific criteria is provided. However, if the
developer provides a conceptual justification as to why such a measure should not be considered a
composite, and that justification is accepted by the NQF committee, the measure can then be
considered a single measure rather than a composite.

Because the TEP did not achieve unanimity in its recommendations, it recommended a review of its
decisions after gaining more experience with composites. In the three years since the TEP's
recommendations, there have been relatively few composite measures submitted to NQF. In general,
both measure developers and Committees have been able to respond to/apply the additional criteria for
composite measures. However, there has been almost universal push-back from developers in
identifying any-or-none measures as composite measures. Even though the TEP allowed for an
"exception" for these types of measures if justified by the developer, ensuring that the developer has
utilized the correct submission form has been problematic and inconsistent, and explaining the nuances
to Committees has engendered confusion and inconsistencies across projects and measures. In
contrast, while there has been some resistance in identifying all-or-none measures as composite
performance measures, in general, developers and Committees have complied with this guidance.

Potential change for discussion: No longer require any-or-none measures to be identified as composite
performance measures for the purposes of NQF measure submission, evaluation, and endorsement.

Page 4 of 4



Potential change.s to N.QF?: o5 ATIONAL
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Evidence requirement for outcome me

(Criterion 1a)

= Current: A rationale supports the relationship of
the health outcome to at least one healthcare
structure, process, intervention, or service.

= Potential change for discussion: At least one
empirical study demonstrates an evidenced-based
relationship between the health outcome and a
healthcare structure, process, intervention, or
service.

“ To be accompanied by corresponding change in
evidence algorithm

NATIONAL QUALITY FORUM



Guidance on Opportunity for Improve

mortality and patient safety measures

" Proposed addition: The opportunity for
improvement should be considered differently for
some outcome measures such as mortality and
patient safety events where it may be appropriate
to continue measurement even with low event
rates. Process measures can reasonably reach near
100% performance with little opportunity for
additional meaningful gains. For outcome
measures, however, it is less clear how low (e.g.,
mortality, adverse events) is attainable.
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Criteria to support final vote on overall

recommendation for endorsement

= Question for CSAC discussion: Should NQF
develop criteria for the final vote of “Overall
Recommendation for Endorsement?” Criteria
might include:

% alignment with NQF priorities (to be identified
for the Strategic Plan)

% filling a NQF-identified gap

% potential impact on health of patients (i.e.,
likelihood of moving the quality needle)

NATIONAL QUALITY FORUM



Guidance for identifying composite me

= Potential change : No longer require any-or-none
measures to be identified as composite
performance measures for the purposes of NQF
measure submission, evaluation, and endorsement

NATIONAL QUALITY FORUM 5



NQF Measure Evaluation Criteria
July 2016

NQF's measure evaluation criteria—which reflect desirable characteristics of performance measures—
are used to determine the suitability of measures for endorsement. NQF endorsement is intended to
identify those performance measures that are most likely to facilitate achievement of high quality and
efficient healthcare for patients. The criteria were originally established by the Strategic Framework
Board® at NQF’s origins. Experience with use of the criteria and feedback from NQF members and other
users have prompted revisions and updates over the years to both the criteria and to the guidance that
NQF issues for applying the criteria. CSAC oversees the consensus development process (CDP) and the
measure evaluation process, including the criteria. Updates or revisions to the criteria are made in
response to issues that arise during the consensus development process.

The ordering of the criteria and subcriteria is deliberate, as is the designation of some criteria and
subcriteria as "must-pass."

Criterion 1. Importance to measure and report (must-pass) reflects the goal of measuring those
aspects with greatest potential of driving improvements. Specifically, measures that are “Important to
Measure and Report” are evidence-based and reflect variation in performance, overall less-than-optimal
performance, or disparities. This criterion allows for a distinction between things that are important to
do in clinical practice versus those that rise to the level of importance required for a national
performance measure.

1a. Evidence to Support the Measure Focus (must-pass) considers whether there is adequate

empirical evidence to support a measure for use as a national consensus standard. Evidence
should establish a relationship to patient outcomes. Expert opinion is not considered to be
empirical evidence.

Process, Intermediate Outcome, Structure measures: The strength of evidence is
determined by the quantity, quality, and consistency of studies from the relevant body
of evidence that relates the measure focus to health outcomes.

Health outcome measures and patient-reported outcome performance measures:
Evidence requires a rationale (which often includes studies) for how the outcome is
influenced by healthcare processes or structures.

Exceptions to the evidence criterion: An exception may be granted if the
Committee/NQF agree that it is acceptable (or beneficial) to hold providers accountable
for performance in the absence of empirical evidence of benefits to patients. Exceptions
to evidence should occur infrequently.

! McGlynn EA, Selecting common measures of quality and system performance. Med Care 2003 Jan;41 (1
Suppl):139-47



Algorithm #1 has been developer to assist Committee members and others to apply the criteria
(Appendix A).

1b. Performance Gap, including disparities (must-pass) addresses the question of whether there
is a quality problem that can be addressed by measurement. Data should demonstrate that
there is an opportunity for improvement such as overall poor performance, substantial variation
across providers, or variation for subpopulations (disparities in care).

Endorsed measures attaining high level performance: For very strong measures that
meet all other criteria, NQF may grant an “Inactive Endorsement with Reserve Status”
when an endorsed measure fails to meet this criterion.

1c. For composite measures: quality construct and rationale (must-pass) A composite
performance measure is a combination of two or more component measures, each of which
individually reflects quality of care, into a single performance measure with a single score. This
subcriterion addresses whether there is a coherent quality construct and rationale that guided
construction of the composite.

2. Scientific acceptability of measure properties (must-pass) reflects the extent to which the measure,
as specified, produces consistent and credible results about the quality of care. The focus of this

criterion is measurement science—not clinical science (which is the focus of the evidence subcriterion.)
Measures that are reliable and valid enable users to make correct conclusions about the quality of care.
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Measure developers conduct empirical analyses—collectively referred to as measure testing—in
order to demonstrate the reliability and validity of a measure. Various methods and statistics

can be used to quantify reliability and validity, although some may be more appropriate than
others.



2a. Reliability (must-pass) considers the chance error (or “noise”) in a measure result. All
measures have some error—but when there is a lot of error in a measure, it can be difficult to
know whether (or how much) variation in performance scores between providers is due to
“real” differences between providers or to measurement error.

Specifications: precise specifications with all codes, definitions and instructions to assure
standardized calculation of the measure results

Empirical reliability testing: Testing at the data element level addresses the
repeatability/ reproducibility of the patient-level data used in the measure. Testing at
the performance measure score level addresses the precision of the measure.

Algorithm #2 has been developer to assist Committee members and others to apply the criteria
(Appendix A).

2b. Validity (must-pass) refers to the extent to which one can draw accurate conclusions about a
particular attribute based on the results of that measure. In the context of quality performance
measurement, a valid measure will allow one to make correct conclusions about the quality of
care (i.e., a higher score on a quality measure reflects higher quality of care).

Empirical testing of validity: Testing at the data element level typically addresses the
correctness of the patient-level data elements used in the measure compared to an
authoritative source. Score-level testing should link the concept of interest (that is being
measured) to some other concept(s) via some a hypothesis about the relationship
between them, then empirically investigate whether that hypothesis holds true.

Face validity: The subjective determination that, on the face of it, a measure appears to
reflect quality of care—is the weakest demonstration of validity, but is accepted by NQF
for the validity criterion (if systematically assessed.)

Potential threats to validity: Potential threats to validity that should be considered
include whether: exclusions are justified, risk-adjustment should be applied and if so, is
appropriate, meaningful differences in performance can be identified, results are
comparable if different data sources/methods are used, and if missing data are an issue
and are handled appropriately.

Algorithm #3 has been developed to assist Committee members and others to apply the criteria
(Appendix A).

2d. For composite measures: empirical analysis supporting composite construction (must-pass)

While subcriterion 1d addresses the conceptual basis of the composite performance measure,
this subcriterion allows developers to demonstrate—via empirical analyses—that the choices
made regarding which components are included in the composite performance score and how
those components are combined actually fit with their concept of quality.



3. Feasibility (not must-pass) reflects the extent to which the data required to compute a measure are
readily available and retrievable without undue burden, as well as the ease of implementation for
performance measurement. The first two subcriteria under Feasibility relate to the burden of data
collection, and the third subcriterion relates to ease of implementation.

3a. Required data elements routinely generated and used during care delivery

3b. Availability in electronic health records or other electronic sources OR a credible, near-term

path to electronic collection is specified. For eMeasures, a summary of a feasibility assessment is
required.

3c. Data collection strategy can be implemented

4. Usability and Use (not must-pass) reflects the expectation that endorsed measures not only will be
used, but also ultimately will lead to improved patient outcomes. This criterion considers the extent to
which potential audiences (e.g., consumers, purchasers, providers, policymakers) are using or could use
performance results for both accountability and performance improvement to achieve the goal of high-
quality, efficient healthcare for individuals or populations.

4a. Accountability and Transparency - ideally the measure should be used in at least one
accountability application by the time of endorsement maintenance and be publicly reported
within six years of initial endorsement.

4b. Improvement — Data on use of the measure should demonstrate improvement in quality.

4c. The benefits to patients outweigh evidence of unintended negative consequences to
patients — feedback from the field is sought to better understand the use of the measure.

4d. Vetting by those being measured or others — This is a new sub-criterion for usability and use
in 2016. Itis not a must-pass criterion. It will be used to consider whether the measure is
eligible for the "Endorsement+" designation.

5. Comparison to Related or Competing Measures reflects the awareness that duplicative measures
and/or those with similar but not identical specifications may increase data collection burden and/or
create confusion or inaccuracy in interpreting performance results for those who implement and use
those measures.

5a. Measure specifications are harmonized OR differences are justified - Harmonization of
related measures should be done to the extent possible; differences in specifications should be
justified.

5b. Superior measure is identified OR multiple measures are justified - The endorsement of

multiple competing measures should be by exception, with adequate justification.



APPENDIX

Algorithm #1. Guidance for Evaluating the Clinical Evidence

1. Does the measure assess performance 2. Does the SC agree that the relationship between YES
on a health outcome (e.g., mortality, YES the measured health outcome/PRO and at least one PASS
function, health status, complication) or healthcare action (structure, process, intervention, or
PRO (e.g., HRQoL/function, symptom, service) is identified (stated or diagrammed) and NO NO PASS
experience, health-related behavior)? supported by the stated rationale?
I
3. For measures that 4. s a summary of the 5a. Does the SR conclude:
assess performance on an quantity, quality, and *Quantity:Mod/High; Quality:High;
intermediate clinical consistency (QQC) of the Consistency:High (See Table on QQC)
outcome, process, or body of evidence from a SR *High certainty that the net benefit is
structure - is it based on a provided in the submission substantial (e.g., USPSTF-A)
systematic review (SR) and form? *High quality evidence that benefits clearly || RATEAS
grading of the BODY of outweigh undesirable effects (e.g., HIGH
empirical evidence where A SR is a scientific GRADE-Strong)
the specific focus of the investigation that focuses on *If measuring inappropriate care, Mod/Hi
evidence matches what is a specific question and uses certainty of no net benefit or harm outweighs
being measured? explicit, prespecified benefit (USPSTF-D)
(Evidence means empirical :c,cien_tiﬁc methods to 5b. Does the SR conclude:
studies of any kind, the YES L2 _SEIECt' a.ssejss, Sl YES] *Quantity:Low-High; Quality:Mod;
body of evidence could be e T Consistency:Mod/High (See Table on QQC) RATE AS
one study; SR may be ATET B R I SINE *Moderate certainty that the net benefit is > MODERATE
associated with a IR |pclude 2RI substantial OR moderate-high certainty the net
guideline) synthes!s (meta—analy?c.ls}, benefit is moderate (e.g., USPSTF-B)
depending on the available
Answer NO if any: data. (I0M) Ec. Dogs the SR conclude: .
*Evidence is about Con3|stency:_Low,' con.troversml o
something other than Answer NO if: *Moderate/high certainty that: the net.beneﬁt is
what is measured *Specific information on small (.e.g., USPSTF C); OR no net benefit, or harm RATE AS
*Empirical evidence QQC not provided (general i)UTWEIghS. bene_ﬁt (USPSTFTD) . [ Low
sl e ok mat statements/conclusions, Low quality evidence, deswable/ un(.:leswable
systematically reviewed lists/descriptions of effects closely balanced, uncertainty in
*Based on expert opinion i) shtvelies s mah preference or use of resources (e.g.,
*No evidence because it sufficient) GRADE-Weak)
XLC;ZE rtr,IZ zt:‘]d(f:g(:oglé) | NO {without QQC from SR, moderate is highest potential rating)
S .
tt?::;:gﬂ?f?jiiiﬁ :j]zm 6. Does the grade for the evidence or recommendation indicate:
e (2 (e B *High quality .e\.ridflance (See Talf)le on QQC - Quant:Mo.d/Hi; . YES RATE AS
- whén evidence EluaI:Hl; Consist:Hi; USPSTF - High certainty; GRADE-High quality) > P
i< about treatment of Strong recommendation (e.g., GRADE -Strong; USPSTF-A) NO
hypertension or - (moderate/weak quality
relationship to mortality) fnswer NOif: : or recommendation
No grading of evidence and summary of QQC not provided without QQC)
*Not graded high quality or strong recommendation RATE AS LOW
NO
Y
7. 1s empirical evidence 8. Does the empirical evidence 9. Does the SC agree that the submitted
submitted but without that is summarized include all evidence indicates high certainty that
systematic review and YEs | studies in the body of YEs | benefits clearly outweigh undesirable YEs| RATE AS
grading of the evidence? ™ evidence? *| effects? (without SR, the evidence "| MODERATE
should be high-moderate quality and
Answer NO if only selected indicate substantial net benefit - See
studies included Table on QQC)
l NO o [ o » | RATE As LOw

{Continued on Next Page)



10. Are there, OR could
there be, performance
measures of a related
health outcome, OR

11. Is there evidence of a
systematic assessment of
expert opinion (e.g.,
national/international

12. Does the Steering Committee agree
that it is OK (or beneficial) to hold

providers accountable for performance
in the absence of empirical evidence of

evidence-based consensus recommendation) benefits to patients? (Consider potential RATE AS
intermediate clinical that the benefits of what is detriments to endorsing the measure, INSUFFICIENT
outcome or process? NO | being measured outweigh YES___ e.q., focus attention away from more YES= EVIDENCE
potential harms? impactful practices, more costly without WITH

Example for YES: Propose certainty of benefit; divert resources EXCEPTION
to measure whether BP is from developing more impactful
assessed each visit instead measures.)
of BP control or use of
effective treatment

"YES v NO v NO RATE AS

. INSUFFICIENT

No exception

) A

No exception

No exception

h 4




Algorithm #2. Guidance for Evaluating Reliability

1. Are submitted specifications precise, unambiguous, and complete so that they can be consistently NO RATE AS
implemented? (definitions, value set codes with descriptors, logic, HQMF/QDM for eMeasures) > LOW

v YES
2. Was empirical reli.alf)ility testing conducted using statistical tests with 3. Was empirical validity
the measure as specified? NO_| testing of patient-level data NOo | RATEAS

" conducted? " | INSUFFICIENT

Answer NO if any:
*Only descriptive statistics
- ; .

Only desc.rlbe process for data management, cleaning, or computer YES Use rating from validity
programming —- testing of patient-level
*Testing does not match measure specifications (i.e., data, eMeasure, data g’er{rgnts
level of analysis, patients)

YES 6. Based on the reliability
—— - - statistic and scope of testing
4. Was FE|Iab!|ItV testing 5. Was the method described and ves | (number of measured entities
conducted with comput- appropriate for assessing the #| and representativeness):
ed performance measure proportion of variability due to real - -
scores for each measured differences among measured 6a. Is there high certainty or
entity? entities? confidence that the YES RATE AS
vis | Such as: performance measure scores > HIGH
Answer NO if: *Signal-to-noise analysis (e.g., arereliable?
*Only one overall score Adams/RAND tutorial) ]
for all patients in sample *Random split-half correlation o0 15 tf?jre motdherta;tﬁ ) RATE AS
used for testing *Other accepted method with o r?ron ence that the YES: MODERATE
patient-level data description of how it assesses sl U ALl s
L are reliable?
reliability of the performance score
6c. Is there low certainty or
confidence that the
performance measure scores
are reliable?
NO NO (check for * YES
ather testing) 7. Was other reliability testing NO RATE AS
reported? > LOW
|
YES
Yy
8. Was reliability testing 9. Was the method described and 10. Based on the reliability
conducted with appropriate for assessing the YES | statistic and scope of testing
patient-level data reliability of ALL critical data (number and
elements that are used elements? representativeness of patients
to construct the Such as: and entities):
performance measure? *Inter-abstractor agreement - ICC, -
kappa 10a. Is there high or moderate
Notes: YES *Other accepted method with EEHZ'TV e ((:iolnﬁt(:]ence that YES RATE AS
*Prior reliability studies | description of how it assesses € é:,abl:‘“; In the measure > MODERATE
of the same data reliability of the data elements are refiabie:
elements may be -
- X 10b. Is there low certainty or
ime'ﬂEd . i\nswer e confidence that the data used YES R?-I(;El\j;\s

If compar_e a.bstractlon O.nly assessed percent agreement i e TEEETe fe el
to "authoritative source/ *Did not assess separately for all
gold standard” - see data elements (minimum of
validity numerator, denominator, exclusions)

NO NO RATE AS
INSUFFICIENT




Algorithm #3. Guidance for Evaluating Validity

I 1. Are measure specifications consistent with the evidence provided in support of the measure (1a)?

NO

¥ YES

*Exclusions (2b3)

2. Were all potential threats to validity that are relevant to the measure empirically assessed?

RATE AS LOW

*Need for risk adjustment (2b4) NO RATE AS
*Able to identify statistically significant and meaningful differences in performance (2b5) > INSUFFICIENT
*Multiple sets of specifications (2b6)
*Missing data/nonresponse (2b7)
¥ YES
3. Was empirical validity testing 4. Was face validity systematically 5. Do the results indicate:
conducted using the measure as NO assessed by recognized experts to YES *Substantial agreement that YES RATE AS
specified and appropriate statistical |—w] determine agreement on whether »] the performance measure >
test? the computed performance score from the measure as MODERATE
measure score from measure as specified can be used to
Answer NO if any: specified can be used to distinguish quality?
*Face validity (see box 4-5) distinguish good and poor AND
*Only refer to clinical evidence (1a) quality? *Potential threats to validity
*Only descriptive statistics are not a problem, OR are
*Only describe process for data Answer NO if: adequately addressed so
management, cleaning, computer *Focused on data element results are not biased?
programming accuracy, availability, feasihility, or
*Tesﬁpg c.loes npt match measure other topics 1 »| RATE AS LOW
specifications (i.e., data, eMeasure, NO
level, setting, patients) T RATE AS
NO " JINSUFFICIENT
YES
L 8. Based on the results (significance and strength)
6. Was validity testing 7. Was the method described and appropriate and scope of testing (humber of measured entities
conducted with for assessing conceptually and theoretically and representativeness) and analysis of potential
computed sound hypothesized relationships? threats:
performance 8a. Is there high certainty or confidence
measure scares for YES_: Such as: YE§: that the_pelrformance meas.ure scores LEE Rﬁ-ll-(Ei:S
each measured *Correlation of the performance measure e el frefieoion el it
entity? score on this measure and other performance 8b. Is there moderate certainty or RATE AS
measures confidence that the performance YES
lid indicator =]
Answer NO if: *Differences in performance scores between Ze:j:;fvs?wes 315 sre Senendieer e
*One overall score for groups known to differ on quality ) )
Il patients in sample *Other accepted method with description of 8c. Is there low certainty or confidence
all [z . P ) p o p that the performance measure scores
used for testing how it assesses validity of the performance are a valid indicator of quality?
patient-level data score
* YES
NO I NO (check for other testing) YEs | 9. Was other validity NO RATE AS
testing reported? - LOW
Yy v

10. Was validity
testing conducted
with patient-level
data elements?

Such as:

YES
Note:

Prior validity
studies of the
same data
elements may be
submitted

Answer NO if:
*0nly assessed percent agreement

*Did not assess separately for all data elements
(minimum of numerator, denominator, exclusions)

11. Was the method described and appropriate for
assessing the accuracy of ALL critical data elements?

*Data validity/accuracy as compared to authoritative
source - sensitivity, specificity, PPV, NPV

*Other accepted method with description of how it
assesses validity of the data elements

and scope of testing (number and
representativeness of patients and
analysis of potential threats:

12. Based on the results (significance, strength)

entities) and

NO

|nO

YES | 12a. Is there high or moderate

1 certainty or confidence that YES RATE AS
the data used in the measure > MODERATE
are valid?
12b. Is there low certainty or
confidence that the data used YES > RATE AS
in the measure are valid? Low

RATE AS
INSUFFICIENT
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NQF Measure Evaluation Criteria for

Endorsement

NQF endorses measures for accountability applications
(public reporting, payment programs, accreditation, etc.) as
well as quality improvement.

= Standardized evaluation criteria
= CSAC oversees CDP process and evaluation criteria

= Criteria have evolved over time in response to stakeholder
feedback

= The quality measurement enterprise is constantly growing
and evolving — greater experience, lessons learned,
expanding demands for measures — the criteria evolve to
reflect the ongoing needs of stakeholders

NATIONAL QUALITY FORUM



Major Endorsement Criteria

Hierarchy and Rationale

“ Importance to measure and report: Goal is to measure those
aspects with greatest potential of driving improvements; if not
important, the other criteria are less meaningful (must-pass)

“ Reliability and Validity-scientific acceptability of measure
properties : Goal is to make valid conclusions about quality; if
not reliable and valid, there is risk of improper interpretation
(must-pass)

“ Feasibility: Goal is to, ideally, cause as little burden as possible;
if not feasible, consider alternative approaches

¥ Usability and Use: Goal is to use for decisions related to
accountability and improvement; if not useful, probably do not
care if feasible

“ Comparison to related or competing measures

NATIONAL QUALITY FORUM



Criterion #1: Importance to Measure

Report

1. Importance to measure and report - Extent to which the specific
measure focus is evidence-based, important to making significant gains in
healthcare quality, and improving health outcomes for a specific high-
priority (high-impact) aspect of healthcare where there is variation in or
overall less-than-optimal performance.

1a. Evidence: the measure focus is evidence-based

1b. Opportunity for Improvement: demonstration of quality problems

and opportunity for improvement, i.e., data demonstrating considerable
variation, or overall less-than-optimal performance, in the quality of care
across providers; and/or

disparities in care across population groups

1c. Quality construct and rationale (composite measures only)
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Subcriteron 1a: Evidence

= Qutcome measures

% Arationale (which often includes evidence) for how the

outcome is influenced by healthcare processes or
structures.

" Process, intermediate outcome measures

% The quantity, quality, and consistency of the body of
evidence underlying the measure should demonstrate
that the measure focuses on those aspects of care
known to influence desired patient outcomes

»  Empiric studies (expert opinion is not evidence)
»  Systematic review and grading of evidence

*  Clinical Practice Guidelines — variable in approach to evidence
review

NATIONAL QUALITY FORUM



Rating Evidence:

Algorithm #1. Guidance for Evaluating the Clinical Evidence

1. Does the measure assess performance

2. Does the 5C agree that the relationship between

on a health outcome (e.g., mortality, YES the measured health outcome/PRO and at least one M PASS
function, health status, complication) or —pe] 1€ 3lthcare action (structure, process, intervention, or
PRO (e.g., HRQol ffunction, symptom, service) is identified (stated or diagrammed) and EE NO PASS
experience, health-related behavior)? suppoarted by the stated rationale?
I
3. For measures that 4. 1s a summary of the 5a. Does the SR conclude:
assess performance on an quantity, quality, and *Quantity:Mod/High; Quality:High;
intermediate clinical consistency (QQC) of the Consistency:High (See Table on QQC)
outcome, process, or body of evidence from a SR *High certainty that the net benefit is
structure - is it based on a provided in the submission substantial (e.g., USPSTF-A)
systematic review (SR) and form? *High quality evidence that benefits clearly - RATE AS
grading of the BODY of outweigh undesirable effects (e.g., HIGH
empirical evidence where A SR is a scientific GRADE-Strong)
the specific focus of the investigation that focuses on *If measuring inappropriate care, Mod/Hi
evidence matches what is a specific question and uses certainty of no net benefit or harm outweighs
being measured? explicit, prespecified benefit (USPSTF-D)
(Evidence means empirical scientific methods to 5b. Does the SR conclude:
studies of any kind, the YES IdEﬂl‘IfY,FElE[t, ASSEss, and tyes *Quantity:Low-High; Quality:Mod;
body of evidence could be = summarize the findings O_f > Consistency:Mod/High (See Table on QQC) RATE AS
one study; SR may be similar but separate studies. *Moderate certainty that the net benefit is B
associated with a [P AT S £ TR I substantial OR moderate-high certainty the net JolbiE ]
guideline) synthesis (meta-analysis), benefit is moderate (e.g., USPSTF-B)
depending on the available
Answer NO if any: data. (IOM) Er::. Dn.es the TSR cnn_clude: :
*Evidence is about Cﬂnf-‘.nstenqr._an; mn_trr:mermal .
something other than Answer NO if: *Moderate/high certainty that: the net_beneht 15
what is measured *Specific information on small {_'e_g_, USFSTF C); OR no net benefit, or harm RATE AS
*Empirical evidence QQC not provided (generaf outweighs benefit (USPSTF-D) ’ 1  Low
| | P | *Low quality evidence, desirable/ undesirable




Criterion #2: Reliability and Validity— Sci

Acceptability of Measure Properties

Extent to which the measure, as specified, produces consistent (reliable) and
credible (valid) results about the quality of health care delivery

2a. Reliability (must-pass)
2al. Precise specifications including exclusions
2a2. Reliability testing—data elements or measure score

2b. Validity (must-pass)
2b1. Specifications consistent with evidence
2b2. Validity testing—data elements or measure score
2b3. Justification of exclusions—relates to evidence
2b4. Risk adjustment—typically for outcome/cost/resource use
2b5. Identification of differences in performance
2b6. Comparability of data sources/methods
2b7. Missing data
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Reliability and Validity

Assume the center of the target is the true score...

Reliable Neither Reliable Both Reliahle
Not Valid Nor Valid And VYalid
Consistent, Inconsistent & Consistent &
but wrong wrong correct
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Measure Testing

Empirical analysis to demonstrate the reliability and validity of
the measure as specified, including analysis of issues that pose
threats to the validity of conclusions about quality of care such
as exclusions, risk adjustment/stratification for outcome and
resource use measures, methods to identify differences in
performance, and comparability of data sources/methods.
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Reliability Testing

Reliability of the measure score refers to the proportion of variation in the
performance scores due to systematic differences across the measured
entities in relation to random variation or noise (i.e., the precision of the

measure).

% Example - Statistical analysis of sources of variation in performance
measure scores (signal-to-noise analysis)

Reliability of the data elements refers to the repeatability/reproducibility of
the data and uses patient-level data

5 Example —inter-rater reliability

Consider whether testing used an appropriate method and included
adequate representation of providers and patients and whether results are
within acceptable norms

Algorithm #2

NATIONAL QUALITY FORUM
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Rating Reliability: Al

Algorithm #2. Guidance for Evaluating Reliability

1. Are submitted specifications precise, unambiguous, and complete so that they can be consistently NO RATE AS
implemented? (definitions, value set codes with descriptors, logic, HQME/QDIM for eleasures) LOW

l YES

2. Was empirical reliability testing conducted using statistical tests with 3. Was empirical validity
the measure as specified? NO | testing of patient-level data NO RATE AS
™ conducted? ™ INSUFFICIENT
Answer NO if any:
*Only descriptive statistics
;:;r;:;:ge process for data management, cleaning, or computer YES Use rating from valicity
*Testing does not match measure specifications (i.e., data, eMeasure, ;?:;n;:r{? gi:ienr—fwet
level of analysis, patients)
YES 6. Based on the reliability
— - statistic and scope of testing
4. Was reliability testing 5. Was the method described and ves | (number of measured entities
conducted with comput- appropriate for assessing the *1 and representativeness):
ed performance measure propaortion of variability due to real '
scores for each measured differences among measured F':"'.LF'FI:IQFE.I"I"I""MEE sureE\.raITa. 5kfprces‘-@ﬂlS_CriFeria_CSAC\CD
entity? antities? mmentiFinal EIements\F{EhablI|t}rRat|ngA|gDrlthm.an|L’ RATE AS
ves | Such as: performance measure scores  |—— HIGH
Answer NO if: ™| *sSignal-to-noise analysis (e.g., are reliable?
*Only one overall score Adams/RAND tutorial) T —
for all patients in sample *Random split-half correlation L y RATE AS
used for testing *Other accepted method with or confidence that the | YES
patient-level data NI P perfﬂr_mance Measure scores MODERATE
reliahility of the performance score are relisbler
Ge. 1s there low certainty or
I I confidence that the




Validity testing

= Empirical testing

* Measure score — assesses a hypothesized relationship of the
measure results to some other concept; assesses the
correctness of conclusions about quality

* Data element — assesses the correctness of the data
elements compared to a “gold standard”

= Face validity

® Subjective determination by experts that the measure
appears to reflect quality of care

NATIONAL QUALITY FORUM 12



Rating Validity: Algo

Algorithm #3. Guidance for Evaluating Validity

I 1. Are measure specifications consistent with the evidence provided in support of the measure (1a)? L RATE AS I_UWI
y YES
2. Were all potential threats to validity that are relevant to the measure empirically assessed?
*Exclusions (2b3)
*Need for risk adjustment (2b4) NO RATE AS
*Able to identify statistically significant and meaningful differences in perfermance (2b5) = INSUFFICIENT
*Multiple sets of spedficotions | 2bE)
*Missing data/nonresponse (2b7)
¥ VES
3. Was empirical validity testing 4. Was face validity systematically 5. Do the results indicate:
conducted using the measure as assessed by recognized experts to *Substantial agreement that
. . NO . YES YES RATE AS
specified and appropriate statistical |—p=] determine agreement on whether the performance measure S
test? the eomputed performance scare from the measure as MODERATE
measure score from measure as specified can be used to
Answer NO if any: specified can be used to distinguish quality?
*Face validity (see box 4-5) distinguish good and poar AND
*Only refer to clinical evidence (1a) quality? *Potential threats to validity
*Only descriptive statistics are not a problem, OR are
*Only describe process for data Answer NO if; adequately addressed so
management, cleaning, computer *Focused on data element results are not biased?
programming accuracy, availability, feasibility, or
*Testing does not match measure other topics 1 »| RATE AS LOW
specifications (i.e., data, eMeasure, NO
level, setting, paticnts) 1 RATE AS
s ™| INSUFFICIENT

YES

8. Based on the results (significance and strength)
7. Was the method described and appropriate and scope of testing (number of measured entities
for assessing conceptually and theoretically and representativeness) and analysis of potential

6. Was validity testing
conducted with




Threats to Validity

* Conceptual
9 Measure focus is not a relevant outcome of healthcare
or not strongly linked to a relevant outcome

= Unreliability
% @enerally, an unreliable measure cannot be valid

= Patients inappropriately excluded from measurement

= Differences in patient mix for outcome and resource use
measures

" Measure scores that are generated with multiple data
sources/methods

= Systematic missing or “incorrect” data (unintentional or
intentional)
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Criterion #3: Feasibility

Extent to which the required data are readily available,
retrievable without undue burden, and can be
implemented for performance measurement.

3a: Clinical data generated during care process

3b: Electronic sources
3c: Data collection strategy can be implemented

NATIONAL QUALITY FORUM
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Criterion #4: Usability and Use

Extent to which potential audiences (e.g., consumers, purchasers, providers,
policymakers) are using or could use performance results for both
accountability and performance improvement to achieve the goal of high-
guality, efficient healthcare for individuals or populations.

4a: Accountability and Transparency: Performance results are used in at least
one accountability application within three years after initial endorsement and are
publicly reported within six years after initial endorsement

4b: Improvement: Progress toward achieving the goal of high-quality, efficient
healthcare for individuals or populations is demonstrated

4c: Benefits outweigh the harms: The benefits of the performance measure in
facilitating progress toward achieving high-quality, efficient healthcare for individuals or
populations outweigh evidence of unintended negative consequences to individuals or
populations (if such evidence exists).

4d. Vetting by those being measured and others - new sub-criterion for
usability and use in 2016. It is not a must-pass criterion. It will be used to
consider whether the measure is eligible for the "Endorsement+" designation.
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Criterion #5: Related or Competing M

If a measure meets the four criteria and there are endorsed/new
related measures (same measure focus or same target population)
or competing measures (both the same measure focus and same
target population), the measures are compared to address
harmonization and/or selection of the best measure.

= 5a. The measure specifications are harmonized with
related measures OR the differences in specifications are
justified.

= 5b. The measure is superior to competing measures (e.g.,

is @ more valid or efficient way to measure) OR multiple
measures are justified.
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