
  

  

  Memo 

TO:  NQF Members and Public 

FR:  NQF Staff 

RE: Review and Update of Guidance for Evaluating Evidence and Measure Testing (including 
eMeasures) 

DA: August 8, 2013 
 
 
Background 

In 2010, the NQF convened two task forces to help provide guidance for evaluating the clinical evidence 
and measure testing for reliability and validity that is submitted in support of a performance measure 
being considered for endorsement.  The approved recommendations were implemented in 2011. 
Testing of eMeasures also was addressed in the 2011 guidance and in some subsequent draft policy 
statements. Some challenges and inconsistencies in applying the guidance have been identified. 

The purpose of this project was to review the implementation of the 2011 guidance on evaluating 
evidence and measure testing (including eMeasure testing requirements) and to propose modifications 
to address any major challenges.  Modifications that would potentially increase consistency and clarity 
in the evaluation of performance measures for potential NQF endorsement also were considered.  

The specific goals of the project included: 

• promote consistency in evaluation across measures and projects; 
• clarify common misunderstandings about the criteria and guidance; 
• remain consistent with the criteria and principles from the 2011 guidance (i.e., do not change 

the “bar” for endorsement or the information requested for a measure submission); and 
• address the current challenges with eMeasure testing. 

 
The consensus Standards Approval Committee (CSAC), Health IT Advisory Committee (HITAC) and 
subcommittees of both groups worked with NQF staff from March to August 2013 to consider the issues 
and propose potential solutions. 

 

Review and Comment 

The CSAC and HITAC recommendations are included in the draft document Review and Update of 
Guidance for Evaluating Evidence and Measure Testing. The draft report is posted on the NQF web site 
for purposes of review and comment only and is not intended to be used for voting purposes.  

The report presents some potential modifications to the 2011 guidance for evaluating evidence and 
measure testing (including eMeasure testing) for public and NQF member review and comment. A 
proposal for potentially approving eMeasures for trial use also is presented.   

The proposed modifications basically represent the prior guidance on rating the evidence, reliability, and 
validity in stepwise algorithms along with some specific clarifications. They do not change the criteria or 
the information requested on submission, and they are not intended to change the “bar” for 
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endorsement. The evidence algorithm provides explicit guidance on how to consider potential 
exceptions to the evidence and what to do when a summary of the quantity, quality, and consistency of 
the body evidence from a systematic review is not provided. The main modification to the rating scales 
for reliability and validity is that testing at the level of the performance score alone could be eligible for 
a high rating, depending on the results and scope of testing.  

The report specifically identifies how the criteria apply to eMeasures and replaces all prior statements or 
guidance about eMeasure testing. A requirement for a minimum number of sites for testing data 
element validity of eMeasures is proposed. Additionally, because of the challenges associated with 
implementing eMeasures, recruiting test sites, and obtaining sufficient amounts of data, an alternative 
pathway with approval for trial use is proposed. This would NOT be considered endorsement, it is NOT 
time-limited endorsement, and is NOT a required first stage. 

The CSAC and HITAC are interested in your comments before finalizing the guidance that will be 
provided to steering committees. 

You may post your comments and view the comments of others on the NQF website using the online 
submission process.  

 

All comments must be submitted no later than 6:00 PM ET, August 30, 2013. 

 

Thank you for your interest in the NQF’s work. We look forward to your review and comments. 
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Review and Update of Guidance for Evaluating Evidence 1 

and Measure Testing 2 

DRAFT TECHNICAL REPORT 3 

Background 4 

NQF endorses performance measures that are suitable for both accountability applications (e.g., public 5 
reporting, accreditation, performance-based payment, network inclusion/exclusion, etc.) as well as 6 
internal quality improvement efforts.  NQF's measure evaluation criteria and subcriteria are used to 7 
determine the suitability of measures for use in these activities. Because endorsement initiates 8 
processes and infrastructure to collect data, compute performance results, report performance results, 9 
and improve and sustain performance, NQF endorsement is intended to identify those performance 10 
measures that are most likely to facilitate achievement of high quality and efficient healthcare for 11 
patients. The criteria and subcriteria also relate to the concept of "fit for purpose". For example, the 12 
clinical evidence should support use of a measure with a specific target patient population (e.g., foot 13 
care for patients with diabetes) and testing of the measure as specified indicates under what 14 
circumstances reliable and valid results may be obtained (i.e., using the measure with a specified data 15 
source and level of analysis or for the accountable entity whose performance is being measured). 16 

Throughout the various iterations of the NQF measure evaluation criteria, the basic criteria and 17 
concepts have remained largely unchanged. However, the measure evaluation guidance—which focuses 18 
on the specificity and rigor with which the criteria are applied—has become more comprehensive and 19 
more specific over time. The guidance on measure evaluation is intended first for steering committees 20 
that evaluate performance measures and make recommendations for NQF endorsement, as well as the 21 
staff who assist them. Second, the guidance informs measure developers about how to demonstrate 22 
that a measure meets the criteria. Third, the guidance informs NQF members and the public about how 23 
measures are evaluated and informs those who use NQF-endorsed performance measures about what 24 
endorsement means. 25 

In 2010, the NQF convened two task forces to help provide guidance for evaluating the clinical evidence 26 
and the measure testing results for reliability and validity that is submitted in support of a measure.  The 27 
approved recommendations were implemented in 2011. Testing of eMeasures also was addressed in 28 
the 2011 guidance and in some subsequent draft policy statements.  29 
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Purpose 30 

The purpose of this project was to review the implementation of the 2011 guidance on evaluating 31 
evidence and measure testing (including eMeasure testing requirements) and to propose modifications 32 
to address any major challenges.  Modifications that would potentially increase consistency and clarity 33 
in the evaluation of performance measures for potential NQF endorsement also were considered.  34 

The specific goals of the project included: 35 

• promote consistency in evaluation across measures and projects; 36 
• clarify common misunderstandings about the criteria and guidance; 37 
• remain consistent with the criteria and principles from the 2011 guidance (i.e., do not change 38 

the “bar” for endorsement or the information requested for a measure submission); and 39 
• address the current challenges with eMeasure testing. 40 

 41 
This project was not intended to suggest changes to the basic measure evaluation criteria or to the 42 
consensus development process (CDP). Other related concerns, such as levels of endorsement, 43 
endorsement for specific applications, endorsing measures intended only for quality improvement, and 44 
definitions of multistakeholder consensus are being addressed through the Board strategic planning 45 
process, to be followed by additional work as indicated. 46 

The Consensus Standards Approval Committee (CSAC) reviewed and discussed the measure evaluation 47 
criteria and guidance at its in-person meetings in March and July 2013, as well as in their monthly calls in 48 
May and June. A smaller subcommittee of the CSAC, formed to more thoroughly consider the issues and 49 
offer suggestions for modifications than was possible for the full CSAC, met via conference calls in June 50 
and July. The Health Information Technology Advisory Committee (HITAC) discussed eMeasure testing 51 
requirements via conference call in May 2013 and at its in-person meeting in July 2013.  A 52 
subcommittee of the HITAC also was formed to offer specific recommendations regarding eMeasure 53 
testing; this subcommittee met via conference call in August 2013. 54 

This report presents some potential modifications to the 2011 guidance for evaluating evidence and 55 
measure testing (including eMeasure testing) for public and NQF member review and comment. Also 56 
included in this report is a proposal for another pathway to endorsement for eMeasures. The associated 57 
criteria and prior guidance are provided in the appendices. 58 

Although simplicity is desired when possible, the evaluation of evidence, reliability, and validity is 59 
complex, requiring both objective information such as the clinical evidence and testing results and 60 
steering committee judgment to review and reach a conclusion regarding what is sufficient to 61 
recommend a performance measure for NQF endorsement. 62 

Evidence 63 

The most common issues and challenges related to implementing the 2011 guidance on evaluating the 64 
clinical evidence (Appendix A) included:  65 

• Measures were submitted without a summary of the quantity, quality, and consistency of the 66 
evidence from a systematic review of a body of evidence. The reasons varied across measures 67 
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and developers, but the end result was that the rating scale could not be applied consistently. 68 
Therefore, the steering committees either rated this subcriterion as insufficient evidence or 69 
relied upon their own knowledge and memory of the evidence.  This resulted in inconsistency 70 
across measures and/or projects. 71 

• Inconsistent handling of exceptions for measures that were not directly evidence-based or 72 
focused on distal process steps (e.g., document a diagnosis, order a lab test) with either indirect 73 
evidence or no empirical evidence. 74 

• Submitted evidence was about something other than what was being measured, or provided 75 
only indirect evidence. 76 

• A common misunderstanding was that the guidance on evidence required randomized 77 
controlled trials (RCT). 78 

In addition, the patient-reported outcomes (PROs) project raised the question of whether NQF should 79 
apply the same evidence requirements for PROs and health outcomes. 80 

The CSAC and its subcommittee addressed three key questions. 81 

1. Should NQF require a systematic review of the evidence that health outcomes and PROs are 82 
influenced by healthcare processes or structures?  83 

2. Should NQF’s current guidance requiring evidence that is based on a systematic review of the 84 
body evidence to support intermediate clinical outcomes, processes, and structures be less 85 
stringent? 86 

3. When should an exception to the evidence requirement be considered? 87 

Health Outcomes and Patient-Reported Outcomes (PRO) 88 
NQF has stated a hierarchical preference for performance measures of health outcomes.  Current 89 
criteria require a rationale that such outcomes are influenced by healthcare processes or structures but 90 
do not require a review of the quantity, quality, and consistency of evidence. The approved 91 
recommendations from the project on PROs in Performance Measurement established that PROs should 92 
be treated the same as other health outcomes and that the CSAC should review the question of 93 
evidence requirements. PROs include health-related quality of life/functional status, symptom and 94 
symptom burden, experience with care, and health-related behaviors. 95 

Outcomes such as improved function, survival, or relief from symptoms are the reasons patients seek 96 
care and providers deliver care; they also are of interest to purchasers and policymakers. Outcomes are 97 
integrative, reflecting the result of all care provided over a particular time period (e.g., an episode of 98 
care). Measuring performance on outcomes encourages a "systems approach" to providing and 99 
improving care. Measuring outcomes also encourages innovation in identifying ways to impact or 100 
improve outcomes that might have previously been considered not modifiable (e.g., rate of central line 101 
infection). Due to differences in severity of illness and comorbidities, not all patients are expected to 102 
have the same probability of achieving an outcome; therefore, performance measures of health 103 
outcomes and PROs are subject to the additional criterion of risk adjustment under validity. 104 

The CSAC reaffirmed the prior guidance for health outcomes (now also applied to PROs) that requires 105 
only a rationale that the measured outcome is influenced by at least one healthcare process, service 106 
intervention, treatment, or structure. 107 
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Quantity, Quality, Consistency of the Body of Evidence and Exceptions 108 
The CSAC also reaffirmed the criteria and guidance that calls for an assessment of the strength of the 109 
evidence from a systematic review of the body of evidence for performance measures of intermediate 110 
clinical outcomes, processes, or structures. This is consistent with the standards established by the 111 
Institute of Medicine (IOM) for systematic reviews and guidelines. The evidence should demonstrate 112 
that the intermediate outcome, process, or structure influences desired outcomes. Evidence refers to 113 
empirical studies, but is not limited to RCTs. Because endorsement sets in motion an infrastructure to 114 
address the performance measure, the intent of the evidence subcriterion is to ensure that endorsed 115 
measures focus on those aspects of care known to influence patient outcomes.  116 

The CSAC and subcommittee also reaffirmed the need for exceptions to the evidence subcriterion. Not 117 
all healthcare is evidence-based and systematic reviews as called for by the IOM may not be currently 118 
available or the details readily accessible to obtain information on the quantity, quality, and consistency 119 
of the evidence.  However, exceptions should not be considered routine and more specific guidance is 120 
needed to promote greater consistency. 121 

Proposed Guidance for Evaluating the Clinical Evidence – Algorithm 1 122 
Algorithm 1 presents a modified approach to guide steering committee evaluation of the evidence 123 
submitted with a performance measure. It is consistent with the prior guidance (Appendix A) but is 124 
intended to clarify and promote greater consistency and transparency.  125 

The key features of this proposed guidance include: 126 

• Preserves current requirement for a rationale for measures of health outcomes and PROs. 127 
• Preserves the basic principles of transparency and evaluating the quantity, quality, and 128 

consistency of the evidence. 129 
• Accommodates the fact that some evidence reviews for guidelines may not be up to IOM 130 

standards or the information on quantity, quality, and consistency of the body of evidence may 131 
not be available. If evidence was graded but the submission did not include a summary of 132 
quantity, quality, and consistency, it could potentially receive a moderate rating. 133 

•  Explicitly addresses what to do if a summary of quantity, quality, and consistency of the body of 134 
evidence from a systematic review is not provided in the submission form– i.e., moderate is the 135 
highest potential rating (see boxes 4 and 6). 136 

• Preserves flexibility for exceptions to the evidence, but identifies specific questions for 137 
considering the exception (boxes 7-9). 138 

• Explicitly identifies how to handle measures that are based on expert opinion, indirect evidence, 139 
or distal process steps (box 3 and exceptions) and therefore need to be explicitly addressed as a 140 
potential exception. 141 

• Uses specific examples of grades from USPSTF and GRADE in addition to the NQF rating scale 142 
(Table 1). 143 

• The final ratings (other than for health outcomes and PROs) are high, moderate, low, and 144 
insufficient evidence and are consistent with the prior guidance where high and moderate 145 
ratings would be acceptable for endorsement. The ratings would indicate different levels of 146 
strength/certainty of the evidence, magnitude of net benefit, as well as transparency, which 147 
may be useful to implementers.  148 

• The guidance still requires judgment of the steering committee 149 
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The CSAC is particularly interested in receiving comments on when exceptions to the evidence criterion 150 
should be considered.  151 
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Algorithm 1. Guidance for Evaluating the Clinical Evidence 152 
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Table 1: Evaluation of Quantity, Quality, and Consistency of Body of Evidence for 153 
Structure, Process, and Intermediate Outcome Measures 154 

DEFINITION/ 
RATING 

QUANTITY OF 
BODY OF EVIDENCE 

QUALITY OF BODY OF EVIDENCE CONSISTENCY OF RESULTS OF BODY 
OF EVIDENCE 

Definition Total number of 
studies (not articles 
or papers)  

Certainty or confidence in the 
estimates of benefits and harms to 
patients across studies in the body of 
evidence related to study factorsa 
including: study design or flaws; 
directness/indirectness to the specific 
measure (regarding the population, 
intervention, comparators, 
outcomes); imprecision (wide 
confidence intervals due to few 
patients or events) 

Stability in both the direction and 
magnitude of clinically/practically 
meaningful benefits and harms to 
patients (benefit over harms) across 
studies in the body of evidence 
 
 

High 5+ studiesb 
 

Randomized controlled trials (RCTs) 
providing direct evidence for the 
specific measure focus, with adequate 
size to obtain precise estimates of 
effect, and without serious flaws that 
introduce bias 

Estimates of clinically/practically 
meaningful benefits and harms to 
patients are consistent in direction 
and similar in magnitude across the 
preponderance of studies in the 
body of evidence 

Moderate 2-4 studiesb • Non-RCTs with control for 
confounders that could account for 
other plausible explanations, with 
large, precise estimate of effect  

   OR 
• RCTs without serious flaws that 

introduce bias, but with either 
indirect evidence or imprecise 
estimate of effect 

Estimates of clinically/practically 
meaningful benefits and harms to 
patients are consistent in direction 
across the preponderance of studies 
in the body of evidence, but may 
differ in magnitude  
 
If only one study, then the estimate 
of benefits greatly outweighs the 
estimate of potential harms to 
patients (one study cannot achieve 
high consistency rating) 

Low 1 studyb 

 
• RCTs with flaws that introduce bias   
   OR 
• Non-RCTs with small or imprecise 

estimate of effect, or without 
control for confounders that could 
account for other plausible 
explanations  

• Estimates of clinically/practically 
meaningful benefits and harms to 
patients differ in both direction 
and magnitude across the 
preponderance of studies in the 
body of evidence  

   OR  
• wide confidence intervals prevent 

estimating net benefit 
 
If only one study, then estimate of 
benefits do not greatly outweigh 
harms to patients 
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DEFINITION/ 
RATING 

QUANTITY OF 
BODY OF EVIDENCE 

QUALITY OF BODY OF EVIDENCE CONSISTENCY OF RESULTS OF BODY 
OF EVIDENCE 

Insufficient 
to Evaluate  
(See Table 3 
for 
exceptions.) 

• No empirical 
evidence  

  OR  
• Only selected 

studies from a 
larger body of 
evidence 

• No empirical evidence  
   OR  
• Only selected studies from a larger 

body of evidence 

No assessment of magnitude and 
direction of benefits and harms to 
patients 

aStudy designs that affect certainty of confidence in estimates of effect include: randomized controlled trials (RCTs), which 155 
control for both observed and unobserved confounders, and non-RCTs (observational studies) with various levels of control for 156 
confounders.  157 
Study flaws that may bias estimates of effect include: lack of allocation concealment; lack of blinding; large losses to follow-up; 158 
failure to adhere to intention to treat analysis; stopping early for benefit; and failure to report important outcomes.  159 
Imprecision with wide confidence intervals around estimates of effects can occur in studies involving few patients and few 160 
events.  161 
Indirectness of evidence includes: indirect comparisons (e.g., two drugs compared to placebos rather than head-to head); and 162 
differences between the population, intervention, comparator interventions, and outcome of interest and those included in the 163 
relevant studies.15 164 
bThe suggested number of studies for rating levels of quantity is considered a general guideline. 165 

Measure Testing 166 

The challenges related to implementing the 2011 guidance on evaluating measure testing for reliability 167 
and validity (Appendix B) included:  168 

• Lack of understanding of differences between testing using patient level data versus testing 169 
using the computed performance score. 170 

• Measure testing that is not consistent with the measure as specified (including data 171 
specifications and level of analysis). 172 

• No empirical statistical testing for reliability (e.g., descriptive statistics, only report that it is in 173 
use with descriptive statistics on performance, report only a process for data management and 174 
cleaning or computer programming; report only percent agreement for inter-rater reliability). 175 

• The rating scale did not differentiate varying levels of confidence in the results, such as when 176 
the scope of testing is narrow (e.g., 3-4 sites), or when the reliability statistic is only marginally 177 
acceptable. 178 

• Measures were submitted for endorsement with testing results that indicated the data or the 179 
measure was not reliable or valid. 180 

• Concerns about misclassification relate to reliability of the computed performance score (given 181 
that validity is demonstrated), but current criteria allow for testing of the data elements only 182 
(i.e., do not require testing at the measure score level). 183 

• Confusion between clinical evidence for a process being measured versus validity of the 184 
performance measure as specified. 185 

• Complexity of concepts of reliability and validity, including measure testing methods, statistical 186 
methods, and interpretation of results. Some may not be prepared to evaluate whether testing 187 
used an appropriate method, with an adequate sample, and obtained sufficient results. 188 
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• The criteria allow face validity and many measures are submitted with only face validity. 189 
Sometimes the same group of experts who helped develop the measure is used to establish face 190 
validity, or the assessment did not address the primary validity issue of whether the 191 
performance score from the measure as specified represents an accurate reflection of quality of 192 
care. Therefore, face validity may be questioned, especially when threats to validity such as 193 
exclusions are not adequately assessed. 194 

The above issues also apply to eMeasures; but the most common challenges for eMeasures included: 195 

• Measures were submitted without standard eMeasure specifications (HQMF and QDM). 196 
• Testing that did not use electronic data (e.g., two manual abstractions). 197 
• “Retooled” eMeasure specifications that could not be implemented. 198 
• Difficulty recruiting test sites for testing and obtaining data from EHRs. 199 

The CSAC and its subcommittee addressed two key questions. 200 

• Should the rating scale reflect different levels of testing and different levels of confidence in the 201 
results? 202 

• Can the guidance be more explicit, with recommended methods and minimum thresholds for 203 
samples and results? 204 

In addition, the CSAC and HITAC addressed two key questions regarding eMeasures: 205 

• Should specific thresholds for scope of testing or required type of testing be identified for 206 
eMeasures? 207 

• How can NQF facilitate progress with eMeasures while maintaining the same criteria for 208 
endorsement as for other measures? 209 

Testing Data Elements vs. Performance Score 210 
Data elements refer to the patient-level data used in constructing performance measures. For example, 211 
if the performance measure is the percentage of patients 65 and older with a diagnosis of diabetes with 212 
Hba1c>9 in the measurement year, then age, diagnosis (and possibly medications or lab values) are used 213 
to identify the target population of patients with diabetes for the denominator as well as potential 214 
exclusions (e.g., pregnant women) and the Hba1c lab value and date identify what is being measured for 215 
the numerator. Reliability and validity of the data elements are different from that of the computed 216 
performance score. Reliable and valid data are important building blocks for performance measures, but 217 
ultimately the computed performance scores are what are used to make conclusions about the quality 218 
of care provided. The question is whether the performance score can distinguish real differences (signal) 219 
among providers from measurement error (noise) and whether that signal is a reflection of the quality 220 
of care. These are relevant questions whether using the performance results to identify areas for 221 
improvement activities, or for purposes of accountability. The CSAC and subcommittee agreed that the 222 
rating scale should be modified slightly to reflect the difference between testing data element and 223 
performance scores but in such a way that the “bar” for endorsement isn’t changed. For example, face 224 
validity and testing at the level of data elements should continue to be acceptable options. 225 
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More explicit Guidance on Minimum Thresholds and Types of Testing 226 
Steering Committees often question what is considered an adequate sample for testing, and what is 227 
considered an acceptable result. However, due to the various factors and context that should be 228 
considered, the Measure Testing Task Force did not set minimum thresholds; nonetheless, they did 229 
identify some basic principles (e.g., using a representative sample of a size that was sufficient for the 230 
question and statistical method). This guidance provides much flexibility, but this flexibility can also 231 
increase uncertainty in the evaluation process and can also increase the potential for inconsistency in 232 
evaluation between measures and projects. While the CSAC and subcommittee would like to have 233 
provided some guidance regarding minimum thresholds, they again noted the difficulties in determining 234 
such thresholds and the need for steering committees to have flexibility to make judgments. For 235 
example, 0.70 is most often cited a minimum threshold for most reliability statistics, however, a higher 236 
threshold may be indicated for specific uses and 0.6 may be used for kappa.  237 

Similarly, the Measure Testing Task Force report identified a variety of options for empirical testing and 238 
did not prescribe a particular method. The CSAC and subcommittee suggested that proposed guidance 239 
should reference the most common testing approaches but not limit measure developers from using 240 
other approaches to address the same questions.   241 

The CSAC is interested in receiving comments on whether specific thresholds for the reliability statistic or 242 
sample size used in measure testing should be specified in the rating scales for reliability and validity. 243 

Proposed Guidance on Evaluating Reliability and Validity – Algorithms 2 and 3  244 
Algorithms 2 and 3 present modified approaches to guide steering committee evaluation of the 245 
reliability (Algorithm 2) and validity (algorithm 3) for all measures (including eMeasures). They are 246 
consistent with the prior guidance (Appendix B) but are intended to clarify and promote greater 247 
consistency and transparency.  248 

The key features of this proposed guidance include: 249 

• Preserves most aspects of the 2011 rating scales: 250 
o If tested at both levels, a measure would potentially receive a high rating depending on the 251 

assessment of results and scope of testing. 252 
o Testing only at the level of data elements would be rated as previously – the highest 253 

potential rating is moderate, depending on results and scope of testing. 254 
o Face validity of the performance score is eligible for a moderate rating if appropriate 255 

method, scope, and result. 256 
• The main modification to the rating scales is that testing at the level of the performance score alone 257 

could be eligible for a high rating, depending on result and scope of testing. 258 
• Clarifies some common misunderstandings about testing (e.g., testing must be conducted with the 259 

measure as specified; clinical evidence is not a substitute for validity testing of the measure; data 260 
element level refers to patient-level data). 261 

• Reinforces that testing of patient level data elements should include all critical data elements, but at 262 
minimum must include a separate assessment and results for numerator, denominator, and 263 
exclusions. 264 

• Preserves the option to use data element validity testing for meeting both reliability and validity at 265 
the data element level. 266 
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• Reinforces that if empirical testing was not conducted or an inappropriate method was used, there 267 
is no information about reliability or validity, leading to a rating of insufficient. This preserves the 268 
distinction between insufficient information versus demonstrating low reliability or validity.  269 
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Algorithm 2. Guidance for Evaluating Reliability 270 
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Algorithm 3. Guidance for Evaluating Validity 271 
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Applying NQF Criteria for Endorsement to eMeasures  272 

EMeasures are subject to the same evaluation criteria as other performance measures. The unique 273 
aspect of eMeasures is the measure specifications, which require the health quality measure format 274 
(HQMF) and quality data model (QDM). However, these requirements pose two significant challenges. 275 
First, the HQMF and QDM may not accommodate all types or components of performance measures 276 
(e.g., PRO-PMs, risk adjustment, composites). Second, the HQMF does not prescribe where data must be 277 
located in EHRs, usually requiring additional programming to identify where the data can be found. 278 
Therefore, it may be difficult to test eMeasures to the extent necessary to meet NQF endorsement 279 
criteria—at least until they are implemented more widely. At the same time, there is interest in 280 
developing eMeasures for use in federal programs and obtaining NQF endorsement for these 281 
eMeasures. NQF endorsement may provide the impetus to implement measures; however if a 282 
submitted measure with very limited testing does not meet NQF endorsement criteria, it could be 283 
prematurely abandoned. Some other standard-setting organizations have instituted a process to 284 
approve standards for trial use; at present, such an alternative pathway may be desirable for 285 
eMeasures.  286 

The following guidance first addresses the criteria for endorsement of eMeasures and then offers a 287 
proposed optional alternative pathway for those eMeasures that do not meet the requirements for 288 
reliability and validity testing. As described below, the proposed alternative pathway is NOT time-limited 289 
endorsement and also is NOT the previously piloted two-stage CDP, but it does contain a few of the 290 
elements of those efforts. 291 

Clarification of Requirements for Endorsing eMeasures 292 
The following is a consolidation and clarification of the requirements for testing eMeasures submitted to 293 
NQF for endorsement (initial or endorsement maintenance). These requirements would apply to both 294 
new (de novo) eMeasures and previously endorsed measures (retooled).  295 

• EMeasures must be specified in the accepted standard of HQMF format, and must use the Quality 296 
Data Model (QDM). Output from the Measure Authoring Tool (MAT) ensures that an eMeasure is in 297 
the HQMF format and uses the QDM (however, the MAT is not required to produce HQMF). 298 
Alternate forms of “e-specifications” other than HQMF are not considered eMeasures. However, if 299 
HQMF does not support all aspects of a particular measure construct, those may be specified outside 300 
HQMF. Please contact NQF staff to discuss format for measure specifications. 301 

• A new requirement for a feasibility assessment will be implemented with projects beginning after 302 
July 1, 2013 (see the eMeasure Feasibility Report). The feasibility assessment addresses the data 303 
elements as well as the measure logic. (See Appendix C for feasibility criteria and example 304 
scorecard). 305 

• All measures (including eMeasures) are subject to meeting the same evaluation criteria that are 306 
current at the time of initial submission or endorsement maintenance (regardless of meeting prior 307 
criteria and prior endorsement status). Algorithms 1, 2, and 3 apply to eMeasures. 308 

o Importance to Measure and Report (clinical evidence, performance gap, priority) 309 
o Scientific Acceptability of Measure Properties (reliability, validity) 310 
o Feasibility 311 
o Usability and Use (Accountability/transparency, improvement) 312 
o Related and competing measures 313 
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• All measures (including eMeasures) must be tested for reliability and validity using the data source 314 
that is specified. Therefore, eMeasures, whether new (de novo), previously respecified (retooled) 315 
but without eMeasure testing, or newly respecified, must be submitted with testing using the 316 
eMeasure specifications with the specified data source (e.g., EHRs, registry). 317 
o In the information provided on the data used for testing, indicate how the eMeasure 318 

specifications were used to obtain the electronic data. Often eMeasures cannot be directly 319 
applied to EHRs or databases from EHRs and additional programming is needed to identify the 320 
location of the standardized data element. However, in some instances, the eMeasure 321 
specifications might be used directly with EHRs.   322 

• If testing of eMeasures occurs in a small number of sites, it may be best accomplished by focusing 323 
on patient-level data element validity (comparing data used in the measure to the authoritative 324 
source).  However, as with other measures, testing at the level of the performance score is 325 
acceptable if data can be obtained from enough measured entities. The use of EHRs and the 326 
potential access to robust clinical data provides opportunities for other approaches to testing.  327 

o If the testing is focused on validating the accuracy of the electronic data, analyze 328 
agreement between the electronic data obtained using the eMeasure specifications and 329 
those obtained through abstraction of the entire electronic record (not just the fields 330 
used to obtain the electronic data) using statistical analysis such as sensitivity and 331 
specificity, positive predictive value, negative predictive value. The guidance on measure 332 
testing allows this type of validity testing to also satisfy reliability of patient-level data 333 
elements (see Algorithms 2 and 3). 334 

o  Note that testing at the level of data elements requires that all critical data elements be 335 
tested (not just agreement of one final overall computation for all patients) – at a 336 
minimum numerator, denominator, and exclusions must be assessed and reported 337 
separately. 338 

o Use of a simulated data set is no longer suggested for testing validity of data elements 339 
and is best suited for checking that the measure specifications and logic are working as 340 
intended. 341 

o NQF’s guidance has some flexibility; therefore, measure developers should consult with 342 
NQF staff if they think they have another reasonable approach to testing reliability and 343 
validity. 344 

• For eMeasures, the sample for testing the patient-level data used in constructing the eMeasures 345 
should include a minimum of three different EHR systems each with three sites (total of 9 sites). 346 
This requirement is consistent with ONC’s [Office of the National Coordinator for Health Information 347 
Technology] requirement. Given the proposed optional path of approval for trial use, the HITAC 348 
subcommittee agreed that for NQF endorsement, this should be the minimum requirement.  349 

• The following subcriteria under Scientific Acceptability of Measure Properties also apply to 350 
eMeasures. 351 
o Exclusion analysis (2b3). If exclusions are not based on the clinical evidence, analyses should 352 

identify the overall frequency of occurrence of the exclusions as well as variability across the 353 
measured entities to demonstrate the need to specify exclusions. 354 

o Risk adjustment (2b4). Outcome and resource use measures require testing of the risk 355 
adjustment approach.  356 

o Differences in performance (2b5). This criterion is about using the measure as specified to 357 
distinguish differences in performance across the entities that are being measured. The 358 
performance scores should be computed for all accountable entities for which you have 359 
eMeasure data (not just those on which validity testing was conducted) and analyzed to identify 360 
differences in performance. 361 

 18 
Comments due by August 30, 2013 by 6:00 PM ET. 
 



o Comparability of performance scores if specified for multiple data sources (2b6) (e.g., EHRs, 362 
claims). If a performance measure is specified for more than one data source, it should be tested 363 
with each. Unless empirical analyses demonstrate comparability of scores computed, assume 364 
noncomparability and submit as separate measures. The measures specified for different data 365 
sources will be evaluated as competing measures to determine whether one is superior to the 366 
other or whether there is justification for endorsing multiple measures. 367 

o Analysis of missing data (2b7). Approved recommendations from the 2012 projects on 368 
eMeasure feasibility assessment, composites, and patient-reported outcomes call for an 369 
assessment of missing data or nonresponses. 370 

The HITAC and CSAC are interested in receiving comments on the minimum number of testing sites when 371 
conducting validity testing of the data elements for eMeasures and whether a similar requirement should 372 
apply to all measures. 373 

Proposed Approval for Trial Use for eMeasures 374 
This optional path of approval for trial use is intended for eMeasures that are ready for implementation 375 
but cannot yet be adequately tested to meet NQF endorsement criteria. For such eMeasures,  NQF 376 
proposes to utilize the multi-stakeholder consensus process to evaluate and approve eMeasures for trial 377 
use that address important areas for performance measurement and quality improvement, though they 378 
may not have the requisite testing needed for NQF endorsement. These eMeasures must be assessed to 379 
be technically acceptable for implementation. The goal of approving eMeasures for trial use is to 380 
promote implementation and the ability to conduct more robust reliability and validity testing that can 381 
take advantage of the clinical data in EHRs. 382 

Approval for trial use is NOT time-limited endorsement as it carries no endorsement label. Also, this is 383 
not a required two-stage review process:  eMeasures that meet endorsement criteria do not need to 384 
first go through an approval for trial use.   385 

To be clear, eMeasures that are approved by NQF for trial use would differ from eMeasures that are 386 
endorsed.  387 

NQF Endorsement means that the eMeasure has been judged to meet all NQF evaluation criteria 388 
and is suitable for use in accountability applications as well as performance improvement. 389 

NQF Approval for Trial Use means the eMeasure has been judged to meet the criteria indicating 390 
it is ready to be implemented in real-world settings to generate the data required to assess 391 
reliability and validity in the future. It also could be used for internal performance improvement. 392 
However, it has not yet been judged to meet all the criteria indicating it is suitable for use in 393 
accountability applications. 394 

Criteria for Approval for Trial Use 395 
• Such measures will be considered Approved for Trial Use, NOT  Endorsed  396 
• When sufficient data have been accumulated for adequate reliability and validity testing, the 397 

eMeasure can be submitted to NQF for potential endorsement (not all may progress to 398 
endorsement). 399 

• The following are the proposed requirements for Approval for Trial Use: 400 
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o Must be eMeasures, meaning the measures are specified in the accepted standard of 401 
HQMF format, and must use the Quality Data Model (QDM). Output from the Measure 402 
Authoring Tool (MAT) ensures that an eMeasure is in the HQMF format and uses the 403 
QDM (however, the MAT is not required to produce HQMF). Alternate forms of “e-404 
specifications” other than HQMF are not considered eMeasures. However, if HQMF does 405 
not support all aspects of a particular measure construct, those may be specified outside 406 
HQMF. Please contact NQF staff to discuss format for measure specifications.) 407 

o Must use value sets vetted through the National Library of Medicine’s Value Set 408 
Authority Center.  This will help ensure appropriate use of codes and code systems and 409 
will help minimize value set harmonization issues in submitted eMeasures.  410 

o Must meet all criteria under Importance to measure and report (clinical evidence, 411 
performance gap, priority). 412 

o The feasibility assessment must be completed. 413 
o Results from testing with a simulated (or test) data set demonstrate that the QDM and 414 

HQMF are used appropriately and that the measure logic performs as expected. 415 
o There is a plan for use and discussion of how the measure will be useful for 416 

accountability and improvement. 417 

The CSAC and HITAC are especially interested in receiving comments about approval for trial use.  418 
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Appendix A: Current Criteria and Guidance related to Clinical Evidence 419 

 420 

1.Evidence, Performance Gap, and Priority (Impact)—Importance to Measure and Report 
Extent to which the specific measure focus is evidence-based, important to making significant gains in healthcare 
quality, and improving health outcomes for a specific high-priority (high-impact) aspect of healthcare where there 
is variation in or overall less-than-optimal performance.  Measures must be judged to meet all subcriteria to pass 
this criterion and be evaluated against the remaining criteria.  Yes   No  

1a. Evidence to Support the Measure Focus  Yes   No    
 
Quantity:  H  M  L  I     Quality:  H  M  L  I     Consistency:  H  M  L   I     
 
The measure focus is evidence-based, demonstrated as follows: 
• Health outcome: 3 a rationale supports the relationship of the health outcome to processes or structures of 

care. Applies to patient-reported outcomes (PRO), including health-related quality of life/functional status, 
symptom/symptom burden, experience with care, health-related behavior. 

• Intermediate clinical outcome: a systematic assessment and grading of the quantity, quality, and consistency of 
the body of evidence 4 that the measured intermediate clinical outcome leads to a desired health outcome. 

• Process: 5 a systematic assessment and grading of the quantity, quality, and consistency of the body of 
evidence 4 that the measured process leads to a desired health outcome. 

• Structure: a systematic assessment and grading of the quantity, quality, and consistency of the body of 
evidence 4  that the measured structure leads to a desired health outcome. 

• Efficiency: 6 evidence not required for the resource use component.  
 
AND 
 
1b. Performance Gap H  M  L  I   
 
Demonstration of quality problems and opportunity for improvement, i.e., data 7 demonstrating  

• considerable variation, or overall less-than-optimal performance, in the quality of care across providers; 
and/or 

• disparities in care across population groups. 
 
AND 
 
1c. High Priority (previously referred to as High Impact) H  M  L  I   
The measure addresses: 
• a specific national health goal/priority identified by  DHHS or the National Priorities Partnership convened by 

NQF;  
OR  
• a demonstrated high-priority (high-impact) aspect of healthcare (e.g., affects large numbers of patients and/or 

has a substantial impact for a smaller population; leading cause of morbidity/mortality; high resource use 
(current and/or future); severity of illness; and severity of patient/societal consequences of poor quality).  

• For patient-reported outcomes, there is evidence that the target population values the PRO and finds it 
meaningful. 

 
 
1d.  For composite performance measures, the following must be explicitly articulated and logical: 
 
1d1. The quality construct, including the overall area of quality; included component measures; and the 
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relationship of the component measures to the overall  composite and to each other; and 
1d2. The rationale for constructing a composite measure, including how the composite provides a distinctive or 
additive value over the component measures individually; and 
1d3. How the aggregation and weighting of the component measures are consistent with the stated quality 
construct and rationale. 
 
 
Notes 
3. Generally, rare event outcomes do not provide adequate information for improvement or discrimination; however, serious 
reportable events that are compared to zero are appropriate outcomes for public reporting and quality improvement.            
4. The preferred systems for grading the evidence are the U.S. Preventive Services Task Force (USPSTF) grading definitions 
and methods, or Grading of Recommendations, Assessment, Development and Evaluation (GRADE) guidelines. 
5. Clinical care processes typically include multiple steps: assess → identify problem/potential problem → choose/plan 
intervention (with patient input) → provide intervention → evaluate impact on health status. If the measure focus is one step 
in such a multistep process, the step with the strongest evidence for the link to the desired outcome should be selected as the 
focus of measurement. Note: A measure focused only on collecting PROM data is not a PRO-PM. 
6. Measures of efficiency combine the concepts of resource use and quality (NQF’s Measurement Framework: Evaluating 
Efficiency Across Episodes of Care; AQA Principles of Efficiency Measures). 
7. Examples of data on opportunity for improvement include, but are not limited to: prior studies, epidemiologic data, or data 
from pilot testing or implementation of the proposed measure.  If data are not available, the measure focus is systematically 
assessed (e.g., expert panel rating) and judged to be a quality problem. 

  421 
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Table A-1: Evaluation of Quantity, Quality, and Consistency of Body of Evidence for Structure, Process, 422 
and Intermediate Outcome Measures 423 

DEFINITION/ 
RATING 

QUANTITY OF 
BODY OF EVIDENCE 

QUALITY OF BODY OF EVIDENCE CONSISTENCY OF RESULTS OF BODY 
OF EVIDENCE 

Definition Total number of 
studies (not articles 
or papers)  

Certainty or confidence in the 
estimates of benefits and harms to 
patients across studies in the body of 
evidence related to study factorsa 
including: study design or flaws; 
directness/indirectness to the specific 
measure (regarding the population, 
intervention, comparators, 
outcomes); imprecision (wide 
confidence intervals due to few 
patients or events) 

Stability in both the direction and 
magnitude of clinically/practically 
meaningful benefits and harms to 
patients (benefit over harms) across 
studies in the body of evidence 
 
 

High 5+ studiesb 
 

Randomized controlled trials (RCTs) 
providing direct evidence for the 
specific measure focus, with adequate 
size to obtain precise estimates of 
effect, and without serious flaws that 
introduce bias 

Estimates of clinically/practically 
meaningful benefits and harms to 
patients are consistent in direction 
and similar in magnitude across the 
preponderance of studies in the 
body of evidence 

Moderate 2-4 studiesb • Non-RCTs with control for 
confounders that could account for 
other plausible explanations, with 
large, precise estimate of effect  

   OR 
• RCTs without serious flaws that 

introduce bias, but with either 
indirect evidence or imprecise 
estimate of effect 

Estimates of clinically/practically 
meaningful benefits and harms to 
patients are consistent in direction 
across the preponderance of studies 
in the body of evidence, but may 
differ in magnitude  
 
If only one study, then the estimate 
of benefits greatly outweighs the 
estimate of potential harms to 
patients (one study cannot achieve 
high consistency rating) 

Low 1 studyb 

 
• RCTs with flaws that introduce bias   
   OR 
• Non-RCTs with small or imprecise 

estimate of effect, or without 
control for confounders that could 
account for other plausible 
explanations  

• Estimates of clinically/practically 
meaningful benefits and harms to 
patients differ in both direction 
and magnitude across the 
preponderance of studies in the 
body of evidence  

   OR  
• wide confidence intervals prevent 

estimating net benefit 
 
If only one study, then estimate of 
benefits do not greatly outweigh 
harms to patients 
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DEFINITION/ 
RATING 

QUANTITY OF 
BODY OF EVIDENCE 

QUALITY OF BODY OF EVIDENCE CONSISTENCY OF RESULTS OF BODY 
OF EVIDENCE 

Insufficient 
to Evaluate  
(See Table 3 
for 
exceptions.) 

• No empirical 
evidence  

  OR  
• Only selected 

studies from a 
larger body of 
evidence 

• No empirical evidence  
   OR  
• Only selected studies from a larger 

body of evidence 

No assessment of magnitude and 
direction of benefits and harms to 
patients 

aStudy designs that affect certainty of confidence in estimates of effect include: randomized controlled trials (RCTs), which 424 
control for both observed and unobserved confounders, and non-RCTs (observational studies) with various levels of control for 425 
confounders.  426 
Study flaws that may bias estimates of effect include: lack of allocation concealment; lack of blinding; large losses to follow-up; 427 
failure to adhere to intention to treat analysis; stopping early for benefit; and failure to report important outcomes.  428 
Imprecision with wide confidence intervals around estimates of effects can occur in studies involving few patients and few 429 
events.  430 
Indirectness of evidence includes: indirect comparisons (e.g., two drugs compared to placebos rather than head-to head); and 431 
differences between the population, intervention, comparator interventions, and outcome of interest and those included in the 432 
relevant studies.15 433 
bThe suggested number of studies for rating levels of quantity is considered a general guideline. 434 

Table A-2: Evaluation of Subcriterion 1a Based on the Quantity, Quality, and Consistency of the Body 435 
of Evidence 436 

QUANTITY OF BODY 
OF EVIDENCE 

QUALITY OF BODY 
OF EVIDENCE 

CONSISTENCY OF 
RESULTS OF BODY 

OF EVIDENCE 

PASS SUBCRITERION 1A 

Moderate-High Moderate-High Moderate-High Yes  
Low Moderate-High Moderate (if only 

one study, high 
consistency not 
possible) 

Yes, but only if it is judged that additional 
research is unlikely to change conclusion that 
benefits to patients outweigh harms; 
otherwise, No  

Moderate-High Low Moderate-High Yes, but only if it is judged that potential 
benefits to patients clearly outweigh potential 
harms; otherwise, No 

Low-Moderate-High  Low-Moderate-
High 

Low No  

Low Low Low No 
Exception to Empirical Body of Evidence for Health Outcome 
For a health outcome measure: A rationale supports the 
relationship of the health outcome to at least one healthcare 
structure, process, intervention, or service 

Yes, if it is judged that the rationale supports 
the relationship of the health outcome to at 
least one healthcare structure, process, 
intervention, or service 

Potential Exception to Empirical Body of Evidence for Other 
Types of Measures 
If there is no empirical evidence, expert opinion is systematically 
assessed with agreement that the benefits to patients greatly 
outweigh potential harms. 

Yes, but only if it is judged that potential 
benefits to patients clearly outweigh potential 
harms; otherwise, No 

  437 
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Appendix B: Current Criteria and Guidance related to Reliability and Validity 438 

Testing 439 

2. Reliability and Validity—Scientific Acceptability of Measure Properties 
Extent to which the measure, as specified, produces consistent (reliable) and credible (valid) results about the 
quality of care when implemented. Measures must be judged to meet the subcriteria for both reliability and 
validity to pass this criterion and be evaluated against the remaining criteria.   
Yes   No  

2a. Reliability  H  M  L  I    
2a1. The measure is well defined and precisely specified 8 so it can be implemented consistently within and across 
organizations and allows for comparability. eMeasures should be specified in the Health Quality Measures Format 
(HQMF) and the quality data model (QDM). 9   
 
2a2. Reliability testing 10 demonstrates the measure data elements are repeatable, producing the same results a 
high proportion of the time when assessed in the same population in the same time period and/or that the 
measure score is precise. For PRO-PMs and composite performance measures, reliability should be demonstrated 
for the computed performance score. 
 
2b. Validity  H  M  L  I    
2b1. The measure specifications 8 are consistent with the evidence presented to support the focus of 
measurement under criterion 1a. The measure is specified to capture the most inclusive target population 
indicated by the evidence, and exclusions are supported by the evidence.  
 
2b2. Validity testing 11 demonstrates that the measure data elements are correct and/or the measure score 
correctly reflects the quality of care provided, adequately identifying differences in quality. . For PRO-PMs and 
composite performance measures, reliability should be demonstrated for the computed performance score. 
 
2b3. Exclusions are supported by the clinical evidence; otherwise, they are supported by evidence of sufficient 
frequency of occurrence so that results are distorted without the exclusion; 12 
 
AND  
 
If patient preference (e.g., informed decisionmaking) is a basis for exclusion, there must be evidence that the 
exclusion impacts performance on the measure; in such cases, the measure must be specified so that the 
information about patient preference and the effect on the measure is transparent (e.g., numerator category 
computed separately, denominator exclusion category computed separately). 13 
 
2b4. For outcome measures and other measures when indicated (e.g., resource use):  
• an evidence-based risk-adjustment strategy (e.g., risk models, risk stratification) is specified; is based on patient 
factors that influence the measured outcome (but not factors related to disparities in care or the quality of care) 
and are present at start of care; 14,15 and has demonstrated adequate discrimination and calibration 
 
OR 
 
• rationale/data support no risk adjustment/ stratification.  
 
2b5. Data analysis of computed measure scores demonstrates that methods for scoring and analysis of the 
specified measure allow for identification of statistically significant and practically/clinically meaningful 16 
differences in performance; 
OR 
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there is evidence of overall less-than-optimal performance.  
 
2b6. If multiple data sources/methods are specified, there is demonstration they produce comparable results. 
 
2b7. For eMeasures, composites, and PRO-PMs (or other measures susceptible to missing data), analyses identify 
the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not 
biased due to systematic missing data (or differences between responders and nonresponders) and how the 
specified handling of missing data minimizes bias.  
 
2c. Disparities  (Disparities should be addressed under subcriterion 1b) 
If disparities in care have been identified, measure specifications, scoring, and analysis allow for identification of 
disparities through stratification of results (e.g., by race, ethnicity, socioeconomic status, gender); 
  
2d. For composite performance measures, empirical analyses support the composite construction approach and 
demonstrate the following:  
2d1. the component measures fit the quality construct and add value to the overall composite while achieving the 
related objective of parsimony to the extent possible; and 
2d2. the aggregation and weighting rules are consistent with the quality construct and rationale while achieving 
the related objective of simplicity to the extent possible. 
(if not conducted or results not adequate, justification must be submitted and accepted)  
 
Notes 
8. Measure specifications include the target population (denominator) to whom the measure applies, identification of those 
from the target population who achieved the specific measure focus (numerator, target condition, event, outcome), 
measurement time window, exclusions, risk adjustment/stratification, definitions, data source, code lists with descriptors, 
sampling, scoring/computation.  
Specifications for PRO-PMs also include: specific PROM(s); standard methods, modes, and languages of administration; 
whether (and how) proxy responses are allowed; standard sampling procedures; handling of missing data; and calculation of 
response rates to be reported with the performance measure results. 
Specifications for composite performance measures include: component measure specifications (unless individually endorsed); 
aggregation and weighting rules; handling of missing data; standardizing scales across component measures; required sample 
sizes.  
9. Some eMeasures may have aspects that cannot be specified in HQMF or the QDM (e.g., risk adjustment, composite 
aggregation and weighting rules) and should be specified in HQMF and QDM to the extent possible, with the additional 
specifications and an explanation why cannot be represented in HQMF or QDM. eMeasure specifications include data type from 
the QDM, value sets and attributes, measure logic, original source of the data and recorder. 
10. Reliability testing applies to both the data elements and computed measure score. Examples of reliability testing for data 
elements include, but are not limited to: inter-rater/abstractor or intra-rater/abstractor studies; internal consistency for multi-
item scales; test-retest for survey items. Reliability testing of the measure score addresses precision of measurement (e.g., 
signal-to-noise).  
11. Validity testing applies to both the data elements and computed measure score. Validity testing of data elements typically 
analyzes agreement with another authoritative source of the same information. Examples of validity testing of the measure 
score include, but are not limited to: testing hypotheses that the measures scores indicate quality of care, e.g., measure scores 
are different for groups known to have differences in quality assessed by another valid quality measure or method; correlation 
of measure scores with another valid indicator of quality for the specific topic; or relationship to conceptually related measures 
(e.g., scores on process measures to scores on outcome measures).  Face validity of the measure score as a quality indicator 
may be adequate if accomplished through a systematic and transparent process, by identified experts, and explicitly addresses 
whether performance scores resulting from the measure as specified can be used to distinguish good from poor quality. 
12. Examples of evidence that an exclusion distorts measure results include, but are not limited to: frequency of occurrence, 
variability of exclusions across providers, and sensitivity analyses with and without the exclusion.   
13. Patient preference is not a clinical exception to eligibility and can be influenced by provider interventions. 
14. Risk factors that influence outcomes should not be specified as exclusions. 
15. Risk models should not obscure disparities in care for populations by including factors that are associated with 
differences/inequalities in care, such as race, socioeconomic status, or gender (e.g., poorer treatment outcomes of African 
American men with prostate cancer or inequalities in treatment for CVD risk factors between men and women).  It is preferable 
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to stratify measures by race and socioeconomic status rather than to adjust out the differences. 
16. With large enough sample sizes, small differences that are statistically significant may or may not be practically or clinically 
meaningful. The substantive question may be, for example, whether a statistically significant difference of one percentage point 
in the percentage of patients who received smoking cessation counseling (e.g., 74 percent v. 75 percent) is clinically 
meaningful; or whether a statistically significant difference of $25 in cost for an episode of care (e.g., $5,000 v. $5,025) is 
practically meaningful. Measures with overall less-than-optimal performance may not demonstrate much variability across 
providers. 

  440 
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Table B-1: Evaluation Ratings for Reliability and Validity 441 

RATING RELIABILITY VALIDITY 
High All measure specifications (e.g., numerator, 

denominator, exclusions, risk factors, 
scoring, etc.) are unambiguous and likely to 
consistently identify who is included and 
excluded from the target population and the 
process, condition, event, or outcome being 
measured; how to compute the score, etc.;  
AND 
Empirical evidence of reliability of BOTH 
data elements AND computed performance 
measure score within acceptable norms: 
• Data element: appropriate method, scope, 

and  reliability statistics for critical data 
elements within acceptable norms (new 
testing, or prior evidence for the same 
data type);  
OR commonly used data elements for 
which reliability can be assumed (e.g., 
gender, age, date of admission);  
OR may forego data element reliability 
testing if data element validity  was 
demonstrated; 

AND 
• Performance measure score: appropriate 

method, scope, and reliability statistic 
within acceptable norms 

The measure specifications (numerator, denominator, 
exclusions, risk factors) are consistent with the 
evidence cited in support of the measure focus (1a) 
under Importance to Measure and Report; 
AND 
Empirical evidence of validity of BOTH data 
elements  AND computed performance measure 
score within acceptable norms: 
• Data element: appropriate method, scope, and 

statistical results within acceptable norms (new 
testing, or prior evidence for the same data type) for 
critical data elements; 

AND 
• Performance measure score: appropriate method, 

scope, and validity testing result within acceptable 
norms; 

AND 
Identified threats to validity (lack of risk 
adjustment/stratification, multiple data 
types/methods, systematic missing or “incorrect” 
data) are empirically assessed and adequately 
addressed so that results are not biased 

Moderate All measure specifications are unambiguous 
as noted above 
AND 
Empirical evidence of reliability within 
acceptable norms for either critical data 
elements OR performance measure score as 
noted above 

The measure specifications reflect the evidence cited 
under Importance to Measure and Report as noted 
above; 
AND 
Empirical evidence of validity within acceptable norms 
for either critical data elements OR performance 
measure score as noted above; OR 
Systematic assessment of face validity of 
performance measure score as a quality indicator  
explicitly addressed and found substantial agreement 
that the scores obtained from the measure as 
specified will provide an accurate reflection of 
quality and can be used to distinguish good and poor 
quality 
AND 
Identified threats to validity noted above are 
empirically assessed and adequately addressed so 
that results are not biased 
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RATING RELIABILITY VALIDITY 
Low One or more measure specifications (e.g., 

numerator, denominator, exclusions, risk 
factors, scoring) are ambiguous with 
potential for confusion in identifying who is 
included and excluded from the target 
population, or the event, condition, or 
outcome being measured; or how to 
compute the score, etc.; 
OR 
Empirical evidence (using appropriate 
method and scope) of unreliability for either 
data elements OR performance measure 
score, i.e., statistical results outside of 
acceptable norms 

The measure specifications do not reflect the 
evidence cited under Importance to Measure and 
Report as noted above; 
OR 
Empirical evidence (using appropriate method and 
scope) of invalidity for either data elements OR 
performance measure score, i.e., statistical results 
outside of acceptable norms 
OR 
 Identified threats to validity noted above are 
empirically assessed and determined to bias results 

Insufficient 
Evidence 

Inappropriate method or scope of reliability 
testing 

Inappropriate method or scope of validity testing 
(including inadequate assessment of face validity as 
noted above); 
OR 
Threats to validity as noted above are likely and are 
NOT empirically assessed 

  442 
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Table B-2: Evaluation of Reliability and Validity of eMeasures  443 

RATING RELIABILITY DESCRIPTION AND 
EVIDENCE 

VALIDITY DESCRIPTION AND EVIDENCE 

High Specified in HQMF and QDM and all 
specifications are unambiguous+; 
AND  
Empirical evidence of reliability 
of both data element AND 
computed performance measure 
score within acceptable norms: 
• Data element: reliability 

(repeatability) assured with 
computer programming—must 
test data element validity 

AND 
• Performance measure score: 

appropriate method, scope, and 
reliability statistic within 
acceptable norms 

The measure specifications (numerator, denominator, 
exclusions, risk factors) are consistent with the evidence cited 
in support of the measure focus (1a) under Importance to 
Measure and Report; 
AND 
Empirical evidence of validity of both data elements AND 
computed performance measure score within acceptable 
norms: 
• Data element: validity demonstrated by analysis of 

agreement between data elements obtained using the 
eMeasure aspecifications and data elements manually 
abstracted from the entire EHR with statistical results within 
acceptable norms; OR complete agreement between data 
elements and computed measure scores obtained by 
applying the eMeasure specifications to a simulated test 
EHR data set with known values for the critical data 
elements; 

AND 
• Performance measure score: appropriate method, scope, 

and validity testing result within acceptable norms; 
AND 
Identified threats to validity (lack of risk  
adjustment/stratification, multiple data types/methods, 
systematic missing or “incorrect” data) are empirically 
assessed and adequately addressed so that results are not 
biased 

Moderate Specified in HQMF and QDM and all 
specifications are unambiguous+ and 
include only data elements from the 
QDM;* OR new data elements are 
submitted for inclusion in the QDM; 
AND  
Empirical evidence of 
reliability within acceptable 
norms for either data elements OR 
performance measure score as 
noted above 

The measure specifications reflect the evidence cited under 
Importance to Measure and Report as noted above; 
AND 
Empirical evidence of validity within acceptable 
norms for either data elements OR performance measure 
score as noted above; OR 
Systematic assessment of face validity of performance 
measure score as a quality indicator explicitly addressed and 
found substantial agreement that the scores obtained from 
the measure as specified will provide an accurate reflection 
of quality and can be used to distinguish good and poor 
quality 
AND 
Identified threats to validity noted above are empirically 
assessed and adequately addressed so that results are not 
biased 

 30 
Comments due by August 30, 2013 by 6:00 PM ET. 
 



RATING RELIABILITY DESCRIPTION AND 
EVIDENCE 

VALIDITY DESCRIPTION AND EVIDENCE 

Low One or more eMeasure 
specifications are ambiguous+ or do 
not use HQMF and QDM*;  
OR 
Empirical evidence of  unreliability 
for either data elements OR 
performance measure score—i.e., 
statistical results  outside of 
acceptable norms 

The EHR measure specifications do not reflect the evidence 
cited under Importance to Measure and Report as noted 
above; 
OR 
Empirical evidence (using appropriate method and scope)  
of invalidity for either data elements OR performance 
measure score— i.e., statistical results outside of acceptable 
norms 
OR 
Identified threats to validity noted above are empirically 
assessed and determined to bias results 

Insufficient 
evidence 

Inappropriate method or scope of 
reliability testing 

Inappropriate method or scope of validity testing (including 
inadequate assessment of face validity as noted above) 
OR 
Threats to validity as noted above are likely and are NOT 
empirically assessed 

+Specifications are considered unambiguous if they are likely to consistently identify who is included and excluded from the 444 
target population and the process, condition, event, or outcome being measured; how to compute the score, etc. 445 
*HQMF and QDM (formerly called the QDS) should be used when available.  When quality data elements are needed but are 446 
not yet available in the QDM, they will be considered for addition to the QDM. 447 

Table B-3: Evaluation of Scientific Acceptability of Measure Properties Based on Reliability and 448 
Validity Ratings 449 

VALIDITY 
RATING 

RELIABILITY 
RATING 

PASS SCIENTIFIC ACCEPTABILITY OF MEASURE PROPERTIES 
FOR INITIAL ENDORSEMENT* 

High Moderate-High  Yes Evidence of reliability and validity 
Low No  Represents inconsistent evidence—reliability is usually considered 

necessary for validity  
Moderate Moderate-High  Yes Evidence of reliability and validity 

Low No  Represents inconsistent evidence—reliability is usually considered 
necessary for validity  

Low Any rating No Validity of conclusions about quality is the primary concern. If evidence 
of validity is rated low, the reliability rating will usually also be low. 
Low validity and moderate-high reliability represents inconsistent 
evidence. 

*A measure that does not pass the criterion of Scientific Acceptability of Measure Properties would not be recommended for 450 
endorsement. 451 
  452 
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Table B-4: Scope of Testing Required at the Time of Review for Endorsement Maintenance 453 

 FIRST ENDORSEMENT MAINTENANCE REVIEW SUBSEQUENT REVIEWS 
Reliability Measure In Use 

• Analysis of data from entities whose performance is measured 
• Reliability of measure scores (e.g., signal to noise analysis) 
Measure Not in Use 
• Expanded testing in terms of scope (number of 

entities/patients) and/or levels (data elements/measure 
score) 

Could submit prior testing 
data, if results demonstrated 
that reliability achieved a high 
rating 

Validity Measure in Use 
• Analysis of data from entities whose performance is measured 
• Validity of measure score for making accurate conclusions 

about quality 
• Analysis of threats to validity 
Measure Not in Use 
• Expanded testing in terms of scope (number of 

entities/patients) and/or levels (data elements/measure 
score) 

Could submit prior testing 
data, if results demonstrated 
that validity achieved a high 
rating 

  454 
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Appendix C: Current Criteria and Guidance related to Feasibility 455 

 456 

3. Feasibility:   
Extent to which the specifications, including measure logic, require data that are readily available or could be 
captured without undue burden and can be implemented for performance measurement.   
H  M  L  I  

3a. For clinical measures, the required data elements are routinely generated and used during care delivery (e.g., 
blood pressure, lab test, diagnosis, medication order).   H  M  L  I  
 
3b. The required data elements are available in electronic health records or other electronic sources.  If the 
required data are not in electronic health records or existing electronic sources, a credible, near-term path to 
electronic collection is specified.  H  M  L  I  
 
3c. Demonstration that the data collection strategy (e.g., data source/availability, timing, frequency, sampling, 
patient-reported data, patient confidentiality, 17 costs associated with fees/licensing for proprietary measures or 
elements such as risk model, grouper, instrument) can be implemented (e.g., already in operational use, or testing 
demonstrates that it is ready to put into operational use). For eMeasures, a feasibility assessment addresses the 
data elements and measure logic 18 and demonstrates the eMeasure can be implemented or feasibility concerns 
can be adequately addressed.   
H  M  L  I   
 
Note 
17. All data collection must conform to laws regarding protected health information. Patient confidentiality is of particular 
concern with measures based on patient surveys and when there are small numbers of patients. 
18. The feasibility assessment uses a standard score card or a fully transparent alternative that includes at a minimum: a 
description of the assessment, feasibility scores for all data elements, and explanatory notes for all data element components 
scoring a “1” (lowest rating); measure logic can be executed; with rationale and plan for addressing feasibility concerns. 

 457 
Guidance on Evaluating Feasibility 458 
Table C-1: Generic Scale for Rating Feasibility Subcriteria 459 

RATING DEFINITION 
High Based on the information submitted, there is high confidence (or certainty) that the criterion is met  
Moderate Based on the information submitted, there is moderate confidence (or certainty) that the criterion is 

met 
Low Based on the information submitted, there is low confidence (or certainty) that the criterion is met 
Insufficient There is insufficient information submitted to evaluate whether the criterion is met (e.g., blank, 

incomplete, or not relevant, responsive, or specific to the particular question) 
  460 
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Table C-2. Data Element Feasibility Scorecard 461 

DATA ELEMENT:    

Measure Title:    

Data element definition:    

Who performed the assessment:    

Type of setting or practice, i.e., solo practice, large group, academic hospital, 
safety net hospital, integrated system: 

   

EHR system used:    
 Current 

(1-3) 
Future* 
(1-3) 

Comments 

Data Availability – Is the data readily available in structured format? 
Scale: 
3 – Data element exists in structured format in this EHR.  
[2] – Not defined as this time. Hold for possible future use.  
1 – Data element is not available in structured format in this EHR.  

   

Data Accuracy – Is the information contained in the data element 
correct? Are the data source and recorder specified?  
Scale: 
3 – The information is from the most authoritative source and/or is highly 
likely to be correct. (e.g., laboratory test results transmitted directed from 
the laboratory information system into the EHR). 
2 – The information may not be from the most authoritative source and/or 
has a moderate likelihood of being correct. (e.g., self-report of a 
vaccination). 
1 – The information may not be correct. (e.g., a check box that indicates 
medication reconciliation was performed). 

   

Data Standards – Is the data element coded using a nationally accepted 
terminology standard? 
Scale: 
3 – The data element is coded in nationally accepted terminology standard. 
2 – Terminology standards for this data element are currently 
 available, but is not consistently coded to standard terminology in the EHR, 
or the EHR does not easily allow such coding. 
1 – The EHR does not support coding to the existing standard. 
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DATA ELEMENT:    

Workflow – To what degree is the data element captured during the course 
of care? How does it impact the typical workflow for that user?  
Scale: 
3 – The data element is routinely collected as part of routine care and 

requires no additional data entry from clinician solely for the quality 
measure and no EHR user interface changes. Examples would be lab values, 
vital signs, referral orders, or problem list entry. 
2 – Data element is not routinely collected as a part of routine care and 

additional time and effort over and above routine care is required, but 
perceived to have some benefit. 
1 – Additional time and effort over and above routine care is required to 

collect this data element without immediate benefit to care 

   

DATA ELEMENT FEASIBILITY SCORE    
*For data elements that score low on current feasibility, indicate the anticipated feasibility score in 3-5 years based 462 
on a projection of the maturation of the EHR, or maturation of its use.  463 
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