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Executive Summary 
NQF evaluates measures for endorsement against five hierarchical criteria: Importance to Measure and 
Report, Scientific Acceptability of Measure Properties, Feasibility, Usability and Use, and Related and 
Competing Measures. NQF designed the Usability and Use criterion specifically to address the usability 
of the measure and to gain an understanding of how the measure is currently used or is intended to be 
used. The consideration of feedback on the use of NQF-endorsed measures is also integral to the 
evaluation of feasibility and importance.  In addition to the feedback that is collected through the 
submission form completed by the measure developer, NQF solicits feedback through other channels to 
support Committee deliberations on Usability and Use in the endorsement process. The Consensus 
Develop Process (CDP), the Measure Applications Partnership (MAP), and the NQF measure feedback 
tool all currently channel feedback including public comments into the NQF endorsement process. 
However, each of these channels comes with benefits and limitations, and there remains opportunity 
for improving them to ensure that the CDP measure feedback loop is effective.  

With guidance from the Measure Feedback Loop Committee, this report explores the current 
application of the Usability and Use criteria, current practices for collecting feedback, challenges 
associated with each of these practices, and recommendations for improving them. The Committee’s 
recommendations centered on six key areas: (1) modifying the Usability and Use criteria and submission 
form, (2) improving accessibility of commenting tools and opportunities to submit comments, (3) 
facilitating communication of feedback throughout the loop, (4) targeting outreach to key stakeholders, 
(5) classifying feedback into key domains, and (6) developing guidance for measure developers. In 
conjunction with the prior environmental scan, this report will inform the Committee’s future 
recommendations for feedback loop options and an implementation plan for a future measure feedback 
loop pilot.  

Background  
The National Quality Forum’s (NQF) Consensus Development Process (CDP) remains a vital step in the 
quality measurement enterprise and serves as a mechanism for collecting and reviewing feedback on 
measures under consideration for endorsement. This information is collected from various stakeholder 
groups and from other parts of the enterprise. Measures that are submitted to NQF for consideration 
for endorsement are evaluated against NQF’s Measure Evaluation Criteria1: (1) Importance to Measure 
and Report, (2) Scientific Acceptability of Measure Properties, (3) Feasibility, (4) Usability and Use, and 
(5) Related and Competing Measures.  

To understand the impact of measures on users and implementers, NQF incorporates an assessment of 
use, usability, feasibility, and opportunity for improvement into its criteria.  It solicits feedback on 
measures for the evaluation of all five criteria. NQF designed the Usability and Use criterion specifically 
to address the usability of the measure and to gain an understanding of how the measure is currently 
used or is intended to be used. This criterion evaluates the extent to which potential audiences (e.g., 
consumers, purchasers, providers, policymakers) are using or could use performance results for both 
accountability and performance improvement to achieve the goal of high-quality, efficient healthcare 
for individuals or populations. Usability and Use are evaluated separately, and each has two subcriteria: 
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Usability  
1. Improvement 
2. Unintended consequences 

Use 
1. Accountability and transparency 
2. Feedback on the measure by those being measured or others 

In addition to Usability and Use, there are other criteria intended to solicit information related to 
feedback for the measures. Within the Importance criteria, evaluators must consider whether the 
measure’s performance scores over time demonstrate that the implementation of the measure has had 
some impact on quality and performance and whether there remains a gap in performance that 
warrants measurement. Within Feasibility, evaluators are asked to assess whether the data collection 
strategy for implementing the measure presents any challenges to collecting the necessary data to 
implement the measure (e.g., costs, missing data).   

However, the evaluation of measures for endorsement does not solely depend on information provided 
by the measure developer in the measure submission form. NQF also collects information from other 
sources and stakeholders that is provided to committees evaluating measures at the time of 
endorsement. Comments submitted during the measure endorsement process and the Measure 
Applications Partnership (MAP) process are also collected and collated for consideration during 
evaluation. NQF’s online measure feedback tool is another source of information used to collect 
feedback on measures that is considered during evaluation. Any relevant comments submitted through 
the tool are provided to the Committee for consideration during its evaluation. 

The measure submission form (guided by NQF evaluation criteria), public comments, and the NQF 
measure feedback tool are all channels currently in use and that feed into the NQF endorsement 
process. However, each has its benefits and limitations and there remains opportunity for improving 
these channels to ensure the measure feedback loop is effective. With guidance from the Measure 
Feedback Loop Committee (Appendix B), this report will explore the current application of the Usability 
and Use criteria, current practices for collecting feedback, challenges associated with each of these 
channels and recommendations for improving them. 

Purpose 
This report summarizes the current processes and channels for soliciting and collecting feedback within 
the Consensus Development Process. This report also provides an analysis of the Usability and Use 
criteria, as well as the other NQF criteria that rely on measure feedback. The recommendations for 
improving current feedback loops within NQF processes will be considered as the foundation for 
designing potential feedback loops and a plan to implement a pilot of a selected process. 
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History of NQF Usability and Use Criteria 
NQF established its Measure Evaluation Criteria to guide expert committees assessing measures for 
endorsement on the key aspects of a performance measure that must be met to enable broad 
application, implementation, and comparisons. These evaluations rely on information submitted by the 
measure developer organization via the NQF Measure Submission Form. This submission form was 
designed to collect all of the information necessary for NQF’s multistakeholder expert committees to 
apply the evaluation criteria and make recommendations for endorsement. The submission form 
mirrors the evaluation criteria and is designed to capture enough information to inform 
recommendations without burdening measure developers unnecessarily. 

The evaluation criteria reflect best practices in measure development and have evolved over time to 
maintain relevancy in a dynamic quality measurement landscape and to meet various stakeholder 
needs.  NQF’s Usability and Use Criterion has also evolved significantly since its creation. 
Multistakeholder input and critical milestones in performance measurement guided each iteration. 
NQF’s original definition of the “Usability” criterion focused on the intelligibility of the measure results 
and was described as: 

Extent to which intended audiences (e.g. consumers, purchasers, providers, policymakers) can 
understand the results of the measure and find them useful for decision-making. 

This description of the criterion reflects the relatively early stage of healthcare performance measure 
implementation and endorsement. As robust national reporting programs were not yet widely adopted, 
NQF approached the question of usability of a measure from a theoretical perspective, without requiring 
much evidence of effective implementation or public reporting. The summary below describes the major 
milestones in the refinement of the criterion to its current state. 

Expansion of the Usability Criterion (2012) 
In 2012, NQF convened a Usability Task Force to review and refine the Usability criterion, in response to 
the ongoing challenge of evaluating measures that are not implemented at the time of endorsement 
maintenance (typically three years after initial endorsement), and to broaden the scope of evaluating 
measure use beyond public reporting functions, to include value-based payment, health information 
technology incentive payments, accreditation, and regulation.2 The Task Force modified the Usability 
criterion, expanding the scope to include demonstration of “Use” as a requirement. This expansion was 
intended to emphasize NQF’s desire that endorsed measures are being used and are included in an 
accountability application within three years after endorsement, and are publicly reported within six 
years after endorsement. Within “Usability,” the Task Force added a subcriterion requiring developers 
to demonstrate that the measure results could be used to facilitate improvement in healthcare quality, 
and recommended that potential unintended consequences be evaluated as part this criterion. 

The Task Force issued several recommendations vital to understanding NQF’s approach to feedback on 
measures in use at that time. First, the Task Force suggested that at the time of submission, new 
performance measures should not be expected to supply use and performance results. They also 
recommended that Usability and Use be evaluated last, as a measure found to meet the first three 



 6 

criteria (Importance to Measure and Report, Scientific Acceptability, and Feasibility) is “almost certain to 
be potentially usable.” The Task Force cited dueling concerns about requiring public reporting of all 
NQF-endorsed measures. Some worried that an excess of measure results to consult when selecting a 
provider would overwhelm the public, while others worried that very few measures would be publicly 
reported without this requirement. Ultimately, public reporting was not made a “must-pass” 
requirement, but is included as one of the key mechanisms for demonstrating that a measure is in use in 
an accountability application. 

Emphasizing Usability and Use for Maintenance Measures (2015) 
Every three years, endorsed performance measures must be re-submitted to NQF for re-evaluation 
against the endorsement criteria in order to maintain endorsement. In August 2015, NQF restructured 
the endorsement maintenance process to shift the emphasis of the re-evaluation of maintenance for 
certain criteria. The goal of the restructuring is to emphasize those aspects of measure submissions that 
are most likely to change in between evaluations, and to provide an opportunity to review public and 
member comments received on the measures since the prior endorsement.  

Although the criteria themselves did not change, the emphasis on Importance to Measure and Report 
and Scientific Acceptability of Measure Properties was decreased, particularly when there were no 
material changes to the evidence, and the developer did not update testing. In these cases, the 
Committee would no longer be required to re-adjudicate or vote on these criteria. However, there was a 
shift to greater emphasis on the Usability and Use criterion.  At that time, standing committees had 
indicated a desire to have more comprehensive discussions of “what has been learned about previously 
endorsed measures,” including “how has the measure been used, and unintended consequences”—
effectively, measure feedback. 

Assessment of Intended Use (2016)  
In 2015, NQF convened an Advisory Panel to assess how a measure’s specific intended use (e.g., internal 
quality improvement, public reporting, payment) should be considered in its endorsement 
recommendation. The Intended Use Advisory Panel examined whether NQF-endorsed measures may 
only be applicable in certain use cases. Ultimately, the Panel recommended that NQF endorsement 
should not distinguish based on the intended use or application of the measure and that the evaluation 
criteria should be applied equally to all measures regardless of their intended use.   

Addition of a Subcriterion Focused on Feedback on Measures (2016)  
With inputs from the Intended Use Advisory Panel, NQF’s Consensus Standards Approval Committee 
(CSAC) recommended adding an additional subcriterion to Usability and Use to assess the degree to 
which a measure is “well-vetted in real world settings by those being measured and other users.” The 
feedback collected by developers for the evaluation of the measure would serve to demonstrate that 
the measure can be implemented without undue burden and unintended consequences. The key 
elements of this subcriterion were described in the following ways: 

1. Those being measured have been given performance results and data, as well as assistance with 
interpreting the measure results and data. 
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2. Those being measured and other users have been given an opportunity to provide feedback on 
the measure performance and implementation. 

3. This feedback has been incorporated into the measure. 
4. There is general agreement that the results of the measure, as constructed, can be used to 

distinguish good from poor quality. 

Including this new subcriterion was intended to be a “signal to the field about its importance.” Indeed, 
this was NQF’s first effort to collect measure feedback as part of the measure submission, and not solely 
as part of the public and member comment periods. At the time of implementation, these same 
questions were included for developer response when updating their endorsed measure annually. This 
was intended to facilitate the collection of substantive measure feedback, without having to wait three 
or more years for the measure to be re-submitted to NQF for endorsement maintenance.  

Use Becomes a “Must-Pass” Criterion (2017) 
With greater emphasis on Usability and Use in the endorsement process, there was a desire to further 
align the criteria with this emphasis and demonstrate NQF’s desire that endorsed measures be in use in 
some accountability application. There was consensus among the CSAC that at the time of endorsement 
maintenance, measure developers should be required to demonstrate that the measure has been 
implemented in a public reporting or other accountability program since its endorsement. In order to 
pass the Use criterion and be re-endorsed, a maintenance measure would have to satisfactorily 
demonstrate its use.  The CSAC recognized that this requirement would make it more difficult for some 
measures to maintain endorsement given the difficulty for some developers to obtain information on 
the use of their measure. However, even with these challenges, it was important for NQF-endorsed 
measures to meet this standard. 

Applying the NQF Usability and Use Criteria 
Principles for Evaluating Usability and Use 
In the 2012 Guidance for Evaluating Usability and Use of Performance Measures,2 the Usability Task 
Force outlined several principles designed to guide committees and other stakeholders on the intent 
and application of the criteria. For this effort, the Measure Feedback Loop Committee was tasked with 
reviewing these principles within the context of the current performance measurement landscape to 
determine whether they still hold true and if any should be modified, added, or removed. The 
Committee agreed that the following principles remained relevant and reflect the appropriate guidance 
for evaluating Usability and Use for endorsement. 

▪ Performance measurement facilitates achieving the goal of high-quality, efficient healthcare for 
all Americans through two pathways: (1) changes in care initiated by healthcare providers and 
(2) accountability/selection by making information available to consumers, referring clinicians, 
and others involved in selecting clinicians and providers.  

▪ NQF strives to endorse measures that are useful for both accountability and improvement to 
maximize their influence on progress toward the goal of high-quality, efficient healthcare for all 
Americans.  
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▪ Public disclosure of performance results not only is necessary for some types of selection such 
as consumer choice, but also ensures accountability and provides external motivation for 
performance improvement.  

▪ The NQF criteria of Importance to Measure and Report and Scientific Acceptability of Measure 
Properties ensure that a measure is potentially useful for a variety of applications.  

▪ Measures can be more or less useful to intended audiences depending on the conditions of 
implementation for a specific purpose (e.g., whether reporting methods or classification 
methods obscure differences in performance).  

▪ The NQF criterion of Feasibility, particularly regarding the data required to implement a 
performance measure, also influences usability. However, feasibility issues may be mitigated, or 
the benefit of measuring performance may outweigh associated burden. 

▪ Evaluate potential usability for new measures and actual use and performance results of 
measures subject to endorsement maintenance.  

▪ Set expectations for timeframes to achieve use in accountability applications and public 
reporting, but allow flexibility.  

▪ The benefits of measurement in terms of facilitating improvement should outweigh evidence of 
unintended negative consequences.  

▪ Address Usability and Use last in the hierarchy of the four major criteria, because if the other 
criteria are met, then a measure should be usable. 

▪ To achieve maximal effect on quality healthcare and health, over time, NQF-endorsed measures 
should be used in all applications for which they provide useful information.  

Recommended Revision 
The Committee recommended revisions to one principle. 

Principle: Measure developers may not be responsible for implementing performance measures for 
accountability/selection or quality improvement programs and may not have access to the required data 
or information about measure use. 

Suggested revision:  Measure developers may not be responsible for implementing performance 
measures for accountability/selection or quality improvement programs and may not have access to the 
required data or information about measure use, but should be responsible for gathering and 
responding to feedback on their measures to the extent of their capabilities.  

Rationale: The Committee recognized that the measure developer organizations are diverse in their 
infrastructure, capabilities, and intent for developing measures. Depending on the nature of the 
developer’s relationship with the intended audience and users of the measure, they may have limited 
access to feedback from the implementers. Conversely, there are developers that may also be the 
implementer (e.g., Quality Clinical Data Registry) and will have the ability to collect substantial 
information and feedback on the implementation of the measure that should be considered during 
initial endorsement and maintenance. However, regardless of the proximity of the developer to the 
implementation, the Committee agreed that the measure developer has the responsibility to seek out 
information on the use and implementation of their measure and make changes to the measure as 
needed based on feedback received.   



 9 

New Principle 
The Committee recommended the addition of one principle for consideration in the application of the 
Usability and Use criterion. 

New Principle: Usability should be considered in the context of the intended audience. 

Rationale: The Committee noted the need for the developer to clearly define the audience for whom 
the measure is intended, in addition to the intended use, so that usability can be evaluated from the 
perspective of those for whom the measure is intended. The usability of a measure intended for internal 
quality improvement of certain physician practices may be perceived differently by the physicians being 
measured and a patient or consumer. This is particularly challenging for audiences like consumers, 
patients, or caregivers who seek useful information for healthcare decision making, but are relying on 
measure results intended for other purposes or audiences. However, the Committee did recognize that 
measures often are used and implemented in applications other than those initially intended. The 
context of the intended audience is necessary in order for evaluators to weigh the relevancy of the 
feedback and make an informed endorsement decision.  

For example, the Committee acknowledged the challenges that some providers face in identifying 
measures for their use that align with their practice and specialty. This becomes particularly challenging 
when certain measures that may be more relevant to one’s practice are only available to report on 
through channels (e.g., clinical data registry) other than or in addition to what is currently used (e.g., 
federal programs). The burden of reporting through multiple channels outweighs the selection of more 
relevant measures.  For providers that resort to reporting on measures that may be less relevant to their 
practice, the limited actionability of the measure results influences the perceived usability of the 
measure results . For the specialist who may manage some aspects of a patient’s care but not others, it 
becomes less clear who is responsible for influencing the improvement of the measure score and how 
that provider can act to improve the measure score.   

Usability Criterion 
The Usability criterion is intended to assess whether the measure is helping to drive improvements in 
quality and health outcomes while not causing any unintended harms.  

These objectives are described in more detail below:  

• Improvement: Progress toward achieving the goal of high-quality, efficient healthcare for 
individuals or populations is demonstrated.  

• Benefits outweigh the harms: The benefits of the performance measure in facilitating progress 
toward achieving high-quality, efficient healthcare for individuals or populations outweigh 
evidence of unintended negative consequences to individuals or populations. 

In order to assess this criterion, the developer should provide information on both actual and envisioned 
improvements, and unanticipated benefits demonstrated from the implementation of the measure. This 
is weighed with information provided by the developer on any actual or anticipated unintended 
consequences; the Committee rates Usability on a scale of high, moderate, or low.  The submission form 
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questions related to showing improvements in quality enable the developer to demonstrate the scope 
and use of the measure, including a description of the trends in the performance results over time, the 
number and percentage of people receiving high-quality healthcare, the geographic areas, and the 
number and percentage of accountable entities and patients reflected in the data. If a developer finds 
that no improvement has been realized since implementing the measure, the developer is asked to 
provide a rationale. For new measures or those not in use at the time of initial endorsement, the 
developer is asked to provide a credible rationale that describes how the performance results could be 
used to drive improvements in quality, health outcomes, or efficiency. 

Under the current process, responses to these questions in the submission form are solely provided by 
the measure developer.  This presents several challenges. Often times, this field is left blank, 
incomplete, or marked not applicable. When a response is provided, the response typically describes the 
process in which feedback is collected, but does not list any results. For new measures that have not yet 
been put into use, these items are particularly challenging to address. This lack of information is often 
attributed to measure developers’ lack of knowledge of how the measure is being used and who is using 
it. Response to these questions would require feedback from implementers to gain a sense of the 
measure performance and the experience of those who have been using the measure.  

Especially for maintenance measures, the information requested for the evaluation of Usability closely 
aligns with the data that are requested for the Importance criteria. The subcriterion of Opportunity for 
Improvement assesses the developers’ demonstration of a gap in performance that warrants 
measurement. A measure that has been shown to drive improvement may also be closing the gap in 
performance, thus affecting its evaluation of importance.  

Use Criterion 
The Use criterion became a “must-pass” criterion for maintenance measures in 2016. The objective of 
this criterion is two-fold—to assess transparency of the measure in accountability functions and to 
understand how the measure developer has solicited and adjudicated feedback. These objectives are 
described in more detail below: 

• Accountability and transparency: Performance results are used in at least one accountability 
application within three years after initial endorsement and are publicly reported within six 
years after initial endorsement. 

• Feedback by those being measured or others: Those being measured have been given results 
and assistance in interpreting results; those being measured and others have been given 
opportunity for feedback; the developers have considered the feedback.  

In order to assess the adequacy of the measure submission against these objectives, the developer is 
asked to provide the sponsor and name of the program(s) in which the measure is being used, the 
purpose of the program, the geographic areas in which the measure is in use,  the number and 
percentage of accountable entities, the number of patients included, and level of measurement (e.g., 
hospital, heath plan), and setting for each current use. If the measure is not currently publicly reported 
or used in another accountability application, the developer is asked to provide a rationale and a 
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credible plan for implementation within a specified timeframe—any accountability application within 3 
years and publicly reported within 6 years of initial endorsement.  

For the second objective of the criterion, the developer is asked to summarize its activities in collecting 
and responding to feedback received on the measure in seven questions:   

• Describe how performance results, data, and assistance with interpretation have been provided 
to those being measured or other users during development or implementation. 

• How many and which types of measured entities and/or others were included? If only a sample 
of measured entities were included, describe the full population and how the sample was 
selected. 

• Describe the process(es) involved, including when/how often results were provided, what data 
were provided, what educational/explanatory efforts were made, etc. 

• Summarize the feedback on measure performance and implementation from the measured 
entities and others. Describe how feedback was obtained. 

• Summarize the feedback obtained from those being measured. 
• Summarize the feedback obtained from other users. 
• Describe how the feedback has been considered when developing or revising the measure 

specifications or implementation, including whether the measure was modified and why or why 
not. 

These questions provide an opportunity for the developer to describe its feedback collection process, 
the nature of the feedback received, and how the developer has tailored measure specifications, 
implementation guidance, or other measure features to respond to the feedback provided.  However, 
similar to the challenges with the responses to the questions on Usability in the submission form, 
responses to the questions on Use are also typically deficient. One developer and Committee member 
noted that for measures addressing certain populations, such as pediatrics, there are significant gaps in 
opportunity for measures to be included in federal-level quality reporting programs. This lack of 
available programs can make fulfilling NQF’s requirement on use in an accountability and a public 
reporting program challenging.  For developers that create measures that are not in use in federal 
programs, identifying entities that are using the measure also presents a challenge. As a result, it is 
possible for a measure developer to not receive a significant amount of feedback on its measure. Many 
developers may not know whom or how their measures are being used. Committees rate this criterion 
as either “pass” or “no pass.” Since Use has become a “must-pass” criterion for maintenance measures, 
several measures have failed to obtain endorsement, or developers have chosen not to resubmit as a 
result of this requirement. 

Committee Discussion and Recommendations 
The Measure Feedback Loop Committee reviewed the Usability and Use criterion, its intent, and the 
submission form and discussed the challenges with applying the criteria and collecting the relevant 
information from measure developers as a primary source. In addition to the domains of feedback 
collected within the Usability and Use criterion, feedback is also collected to support the evaluation of 
the importance criteria and the feasibility criteria. The Committee considered the five domains of 
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feedback collected across all of the criteria and determined that the scope of feedback sought through 
the current criteria is adequate. 

• Opportunity for improvement (Importance to Measure and Report) 
• Data collection strategy (Feasibility) 
• Accountability and transparency (Use) 
• Feedback from those being measured and others (Use) 
• Improvement (Usability) 
• Benefits outweigh the harms (Usability) 

The Committee underscored the importance of “closing the loop,” or ensuring that endorsement 
committees have access to all feedback that has been gathered on a performance measure at the time 
of initial endorsement and maintenance reviews. The Committee identified two recommendations for 
consideration in modifying NQF’s criteria and submission form to improve the feedback collected by 
developers.  

The Committee discussed challenges that measure developers confront when they try to track and 
influence the use of their measure. Many developers do not have a mechanism to directly implement 
their performance measures in any setting, much less publicly report the results. In many cases 
developers may not know whether the measures they have published are in use in smaller regional or 
state programs. Typically, measures are published in the public domain without licensing requirements. 
This dilemma may also present for well-known measures in use when an established channel for sharing 
feedback is lacking.   

These challenges present a misalignment of the locus of control of the developer regarding 
implementation of the measure and their responsibility to steward the measure.  As such, developers 
face considerable challenges in collecting feedback from those being measured and other users. 
However, the Committee made an important distinction between the challenges a developer might face 
in collecting information about a measure’s use, and the measure developer’s responsibility to indicate 
the intended use of the measure as part of their submission. The Committee maintained that this 
remains the developer’s responsibility, specifically stating the preferred data source, level of analysis, 
and intended audience. The Committee also acknowledged that NQF does hold a significant role in 
facilitating communication between users and developers through its channels as the steward of 
endorsement, particularly because this information is needed to make informed endorsement 
recommendations.  

Recommendation 1: Use should remain a “must-pass” criterion for maintenance measures, but with 
the opportunity to qualify for exceptions. The Committee agreed that there may also be certain 
allowable justifications for a maintenance measure to not meet the requirement of use in an 
accountability application at three years after endorsement, and public reporting after six years. Many 
programs using performance measures may change measure sets from year to year in order to reflect 
contemporary priorities; performance measures discontinued for use may be picked up again in future 
reporting years. Programs may also shift measures in use based on changes to measure specifications 
and progress in meeting quality goals. However, the Committee emphasized the importance of 
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furthering public understanding of performance measurement by reporting the rationale for these 
changes, and clearly disclosing where specifications that substantially affect the measure result may 
have changed.  

Recommendation 2: The subcriterion, feedback on the measure by those being measured or others, 
should be considered under Usability. Currently this subcriterion is considered under Use. The focus of 
the Use criterion is to determine who is using the measure, who is impacted by it, how the measure is 
currently being used, and whether it is being used in an accountability application. The information 
sought by the feedback subcriterion is certainly impacted by use, but it is questionable whether it should 
be entangled with Use and also considered as “must-pass.” The information collected by the developer 
to address this question speaks directly to the usability of the measure and should be considered as 
such.   

Other Channels for Measure Feedback 
In addition to what is collected through the submission form completed by the measure developer, NQF 
solicits feedback through other channels that are also used to support committee deliberations on 
Usability and Use in the endorsement process. Information collected via NQF’s online measure feedback 
tool, the Measure Applications Partnership deliberations and commenting process, as well as the 
endorsement process commenting period are all collated and provided to the relevant endorsement 
committees for consideration. A description of each feedback channel and how it collects and 
distributes information follows. 

Measure Applications Partnership Deliberations and Pre-rulemaking Public 
Comments  
NQF convenes the Measure Applications Partnership (MAP) as a public-private partnership of healthcare 
stakeholders to provide input to the Department of Health and Human Services (HHS) on the selection 
of performance measures for public reporting and performance-based payment programs. During the 
annual MAP pre-rulemaking process, NQF solicits feedback on candidate measures by publicly 
publishing the list of quality and cost measures that HHS is considering for adoption through rulemaking 
under Medicare. 

The MAP public comment process yielded 361 public comments on 40 measures in the 2018-2019 cycle. 
Feedback included comments on risk-adjustment methodology, specifications, exclusions, data sources, 
implementation, and possible measure burden. Feedback from the MAP deliberations focused on 
recommendations for multistakeholder review and concerns over how measures align across payment 
programs. The MAP commenting process frequently yields comments from stakeholders on unintended 
consequences of specific measures under consideration. However, the MAP process lacks any process 
that enables the developer to respond to the comments or that facilitates the communication of a 
response from the developer back to the commenter. The comments, along with a summary of the MAP 
deliberations, are sent directly to the MAP Workgroups for their consideration and then on to the CDP 
committee for consideration during endorsement review.  
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The timing of the MAP process faces challenges for multiple stakeholders involved, including NQF 
endorsement committees, CMS, and the measure developers. Many CMS programs require that 
measures in the program are NQF-endorsed. As a result, MAP often recommends measures with the 
condition that the developers submit them to NQF for endorsement consideration. However, the 
misalignment of the timing of the MAP recommendations, the NQF submission process, and the final 
rule for the program, does not always allow developers to do so in a timely manner.   

Public Comments Received during Endorsement Consideration 
In 2017, NQF extended its commenting period beyond the two segments of time previously designated 
for commenting—prior to Committee evaluation and after Committee evaluation—and created one 
continuous public commenting period spanning 16 weeks. The commenting period opens approximately 
three weeks prior to the standing committee evaluation meeting and closes 30 days after NQF staff 
posts the draft technical report on the NQF website. Announcements regarding NQF’s public 
commenting periods are distributed via email to NQF members and to individual members of the public 
who have opted to receive email communications from NQF for specific topic areas or projects. 
Commenting on any measure requires that a commenter acquires an NQF login to access the 
commenting site. Comments are solicited through an open text box associated with each individual 
measure under consideration. Each measure evaluation call is also open to the public and allows for 
members of the public to provide an oral comment following Committee evaluation of the measure.  

The public comment process of the CDP has yielded 229 comments on 56 measures from November  
2017 to February 2019. NQF has noted a significant decline in the number of public comments received 
during the CDP process in recent years despite efforts to extend the period of commenting for each 
topic area. The cause of this decline is likely multifaceted and related to the changes to NQF’s 
endorsement schedule and the significant increase in the volume of endorsement work. Public 
commenting during measure evaluation calls is also typically underutilized. For those written comments 
that have been submitted, the common themes center on concerns about a measure’s specifications, 
exclusions, risk-adjustment methodology, and data sources. Comments also frequently address issues of 
implementation and possible burden on clinicians and other care providers. The comments from the 
most recent commenting period are also collated and included in the materials for the CDP committee 
to consider during the evaluation of the measures. Those comments received prior to the committee’s 
evaluation of a measure are collated for discussion, and the developer is not required to submit a 
written response due to the time limitations. Developers submit individual responses to comments 
received after a committee’s deliberations and endorsement recommendations.  

NQF Measure Feedback Tool 
In 2016, NQF created an online measure feedback tool designed to collect feedback on endorsed 
measures from those using them. The tool provides a channel for receiving feedback on endorsed 
measures and sharing other comments received from others. The tool can be accessed online through 
NQF’s homepage via the “NQF Work” menu item or via NQF’s Quality Positioning System (QPS). This tool 
enables stakeholders to submit feedback on measures anytime, even when they are not under 
endorsement review. Comments are collected via an open text box allowing the commenter to submit a 

http://www.qualityforum.org/Feedback.aspx
https://www.qualityforum.org/qps/
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comment on any topic. When the tool was launched, it was designed to capture unstructured comments 
in an effort to limit the burden of responding to structured questions or specific topic areas.  Once 
comments are submitted, they can be viewed by others who access the measure comments.  Currently 
there is no established, systematic mechanism for pushing comments back to the developers; 
developers must access the feedback on their measures on their own. Feedback submitted on the tool is 
collated for inclusion in the CDP committee materials at the time of endorsement maintenance 
consideration.  

Since early 2017, NQF has received only 19 feedback submissions via this tool. Information received 
from the feedback tool includes comments on exclusions and other aspects of measure specifications, as 
well as questions on NQF processes. This feedback was submitted by health systems, advocacy groups, 
and specialty societies. NQF and the Measure Feedback Loop Committee recognize that this channel is 
significantly underused and could be enhanced with improved marketing, promotion, and 
communication and by improving visibility and access to the tool on the website.  

Recommendations for Improving Feedback Channels 
Improving Access and Opportunities to Submit 
The Committee noted that although NQF had provided several avenues for those being measured and 
others to provide feedback on performance measures, there are barriers to accessing them that 
contribute to their limited use, particularly to those stakeholders less familiar with the field of 
performance measurement. For example, NQF-sponsored commenting features require that a 
commenter create an NQF login name and password. Although these accounts are free and are granted 
commenting privileges by default, users may forget a password when returning, or otherwise be 
confused by the sign-on process. While authentication features help attribute submitted feedback to a 
particular stakeholder perspective, and may help reduce the possibility of abuse of the feedback 
features, alternatives to the current authentication process could generate additional feedback for 
consideration in the CDP process.  

The website design also presents some challenges. After signing onto the site, some features, such as 
the list of current projects and the QPS measure database tool, have been described as potentially 
confusing, especially when attempting to identify opportunities to submit feedback to active evaluation 
processes. 

The Committee also noted that those being measured, as well as process managers and other 
individuals who are tasked with the implementation and operationalization of performance measures, 
would benefit from having more direct access to feedback submission tools. At present, in order for 
feedback on a measure to reach a CDP standing committee, the feedback reporter must know the 
measure is NQF-endorsed and be aware of the feedback tool and how to access it.  In practice this 
appears to be quite rare, as so few have used the tool. The Committee recommended that NQF partner 
with organizations implementing performance measures, including registries, the Centers for Medicare 
and Medicaid Services, and others, to add direct links to the NQF feedback tool or other feedback 
mechanisms that would be directly incorporated into the CDP measure evaluation. Achieving this may 
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require overcoming some barriers, but opportunities to improve current infrastructure incrementally do 
exist. 

Closing the Feedback Loop 
As a neutral convener, NQF generally plays the role of facilitator by passing along information between 
entities. In the case of feedback, this means taking submitted feedback and conveying it to the 
developer, but without acquiring an independent response from the receiver. The Committee noted 
that when measure end-users submit feedback, developers should proactively respond as soon as 
possible.  

First, users should receive a message that confirms that NQF has received their feedback, along with 
specific information about what has been done with it, and how and when they might anticipate a 
response. In some NQF tools, there is no notification for submitters that a comment has been received 
and logged in the system. Next, users should get confirmation that the feedback has been provided to 
an entity that is capable of responding to it, either with a modification to measure specifications, with 
additional implementation guidance or clarification, or with an explanation of why no change was made 
after considering the feedback. Confirmations of feedback submissions should clarify whether the 
feedback has been passed on to a developer, or to a standing committee reviewing the measure. Within 
the CDP evaluation process, comments that were submitted in prior review cycles often are not included 
in the materials for the committee’s consideration. The inclusion of previous comments would assist the 
committee in understanding if the measure developer addressed the past concerns and issues since the 
measure’s last endorsement review. 

Targeted Outreach to Key Stakeholders 
The Committee emphasized that it is imperative to promote opportunities for stakeholders to offer 
feedback on performance measures. Although NQF regularly promotes opportunities to comment on 
performance measures as they are undergoing evaluation in the CDP, these promotions only reach 
those who have already subscribed to NQF’s contact lists. As a result, stakeholders who are less familiar 
with NQF’s role in performance measure evaluation, but are nonetheless being measured by endorsed 
standards, may not realize they have an opportunity to note unintended consequences or unexpected 
benefits of measures. 

The Committee noted certain stakeholder groups were particularly important to reach with these 
opportunities. In particular, these include hospital administrators, database coordinators, or other 
quality managers. These individuals will have their own perspective on measures, and are well-placed to 
directly collect feedback from frontline providers. The Committee suggested that NQF identify other 
channels that measure implementers are using to communicate about measure development and 
approval milestones (e.g., CMS’s communications about the rulemaking process) and request that NQF’s 
review milestones also be included in these channels. 

NQF and measure developer organizations should establish and standardize feedback channels with 
specialty societies, professional organizations, vendors, and relevant stakeholder groups to facilitate use 
and feedback on measures.  By soliciting feedback from targeted organizations, developers and NQF can 
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create the potential for consistent and reliable feedback from a known source. Developers also have the 
opportunity to seek out professional societies with registries to identify opportunities for 
implementation through this source or to promote the use of the measure thorough its membership 
and to use the organization as a channel for collecting feedback from its membership. While many of 
these organizations have key personnel that are engaged in NQF’s endorsement work, often their 
engagement is limited to their specific stakeholder interests (i.e., hospital associations interested in 
exclusively hospital-level measures). Others suggested there may be opportunity to partner with 
electronic health record (EHR) vendors or other data management vendors; there may be opportunities 
for collecting measure feedback through the same interfaces where data elements are entered or 
submitted. 

Classifying Feedback 
The Committee noted that comments and other submitted feedback were generally entered as “free 
text” with no opportunity to classify the feedback or pair it with other comments that may have similar 
themes. Although the Committee did not define a classification scheme, it did identify some key 
elements, such as a distinction between clinical concerns about the measure and implementation or 
burden concerns. Likewise, the Committee noted the importance of attributing the feedback to a 
particular stakeholder group or perspective, in order to ensure that feedback was drawn from a 
representative group of measure users.  

Developer Guidance on Collecting Feedback 
Guidance should be established for developers on best practices and approaches to gathering and 
submitting feedback. Due to the various types and varying capabilities of measure developer 
organizations, the resources and approaches for collecting feedback also vary significantly. In order to 
help developers collect more meaningful feedback in the endorsement process, the Committee 
recommended that guidance be established for developers on strategies for how to approach the 
collection of feedback for their measures based on varying levels of resources and access to data. The 
Committee emphasized the importance of developers soliciting feedback directly from those 
implementing the measure and understanding any unintended consequences that have arisen.  

Next Steps 
In conjunction with the environmental scan, this report will inform the Committee’s future 
recommendations for the options and implementation plan for a measure feedback loop pilot. In a 
series of upcoming webinars, the Committee will discuss several potential options for the design of the 
feedback loop pilot. The options will include the impacts of cost, time, data quality, and various other 
outcomes to feedback. The Committee will review and discuss the elements of each option that make it 
feasible and valuable, and will consider how to address potential future barriers and ensure the success 
of the pilot. Once a pilot design is selected, an implementation plan for the measure feedback loop pilot 
will be developed.  See the Measure Feedback Loop project page for a full list of the meeting dates for 
this project. 

http://www.qualityforum.org/ProjectEventsList.aspx?projectID=88313
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Appendix A: Operational Definitions of Key Terms 
Measure feedback: Information received or solicited on a measure following its implementation related 
to performance rates, measure feasibility, or Usability and Use of the measure, including unintended 
consequences.  

Performance rate: Measure output. 

Registry: A system for keeping an official list or record of health processes or outcomes. 

Unintended consequences: A set of results due to measure implementation that was not intended as an 
outcome . 

Implementation: A specified set of activities designed to put into practice an activity or program of 
known dimensions. 

Feasibility: Extent to which the specifications, including the measure logic, require data that are readily 
available or could be captured without undue burden and can be implemented for performance 
measurement. 

Dashboard: An information management tool that visually tracks, analyzes, and displays performance 
indicators, metrics, and key data points. 

Usability and Use: Extent to which potential audiences (e.g., consumers, purchasers, providers, 
policymakers) are using or could use performance results for both accountability and performance 
improvement to achieve the goal of high-quality, efficient healthcare for individuals or populations. 

Patient-reported outcomes: Any report of the status of a patient’s health condition that comes directly 
from the patient, without interpretation of the patient’s response by a clinician or anyone else. 
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